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Abstract

Much work on morphological acquisition has examined how children learn to map a mor-
pheme’s phonological form to its corresponding meaning. Most accounts of this process,
however, take morphological features to be prerequisites to the mapping process, and little
is known about how children learn which of these features are marked in their language to
begin with. In this thesis, I propose that children make use of their early ability to segment
and relate inflected forms in their input to detect collisions – a single root appearing in mul-
tiple inflected forms. I suggest that these collisions provide a crucial cue to the acquisition
of morphological marking, and present a model that uses collisions, in conjunction with the
Principle of Contrast (Clark and MacWhinney 1987), as a cue to learn which features distin-
guish pairs of inflected forms. This model generalizes from individual collisions to features
that are obligatorily marked across the paradigm by using the Tolerance Sufficiency Princi-
ple (Yang 2016) and a recursive search procedure. I show that the results of this approach
match well with developmental findings regarding vocabulary size and order of acquisition
for the well-known problems of the English past tense and German noun plurals, as well as
agglutinative Spanish verbs and templatic Hebrew verbs.
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1. Introduction

Children are able to acquire the inflectional morphology of their native language at a young
age despite a number of challenges to the acquisition process. A central challenge is the
sparsity of the linguistic input. While children may certainly hear a single root in multiple
inflected forms, paradigm saturation, or the proportion of possible inflected forms that a
single root appears in, follows a roughly Zipfian distribution in child-directed speech (Zipf
1936; Lignos and Yang 2016). This means that while a few words will appear in nearly
all of their inflected forms, most will appear in only one or two (Lignos and Yang 2016).
In a sample of child-directed Spanish, for example, the form with the highest paradigm
saturation appears in 83% of its possible inflected forms, while the average verb appears in
a mere 7.9%, or approximately 4 out of the 55 possible inflected forms (Lignos and Yang
2016). Yet despite this sparsity, children learn the inflectional morphology of their native
language when their total vocabulary is no more than 1000 words cross-linguistically; most
morphological paradigms are successfully learnt by the time the vocabulary is a mere 500
words (Fenson et al. 1994; Hart and Risley 1995; Bornstein et al. 2004; Szagun et al. 2006).
Further, this number represents the child’s entire vocabulary: Bornstein et al. 2004 find that
about 56% of the child’s early vocabulary is nouns and about 25% is verbs, meaning that
children acquire the paradigms that we will consider here on 300 words or less (§3).

Due to the sparsity of the linguistic input, we cannot expect that every form following
a certain rule will be attested following that rule in the input. For example, a child may
know paint but never hear painted, and thus have no way of knowing whether this form
follows [+PST] → -ed or whether it is an exception. Indeed, a closely-related problem is the
existence of exceptions to the productive morphological processes the child will acquire; this
problem has received particular attention in the modeling literature, primarily sparked by the
Past Tense Debate (see Pinker and Ullman 2002; McClelland and Patterson 2002 for review).
Yang (2016) explicitly brought together the problems of exceptionality and limited positive
evidence under Tolerance Sufficiency Principle. The Tolerance Sufficiency Principle
provides a computational threshold for the generalization of a rule beyond the input, based on
the principle that children will generalize rules when it is more efficient to do so (Yang 2016).
It applies the same computational threshold to handle attested exceptions to a productive
rule (tolerance) and to measure how much positive evidence is sufficient to generalize a rule
when some forms are unattested and thus could be exceptions (sufficiency).

The Tolerance Sufficiency Principle provides a measure of whether or not a hypothesized
rule should be generalized beyond the input, but the child must still exploit the necessary
information in their linguistic input in order to develop hypotheses about the generalizations
that are made in their native language. In this thesis, we demonstrate that the segmentation-
based cue of collisions – a single root appearing in multiple inflected forms – provide one
such piece of information that, due to the early segmentation of inflectional morphology
(Santelmann and Jusczyk 1998; Soderstrom, Wexler, and Jusczyk 2002; Mintz 2013; Kim
2015; Kim and Sundara 2021), the child may exploit during acquisition in order to learn which
morphological features are marked in their native language. The Principle of Contrast
(Clark and MacWhinney 1987), or the hypothesis that two phonologically distinct forms will
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Introduction 2

have distinct meanings, plays an important role in this process: when the child hears and
relates distinct inflected forms, they must hypothesize that these forms also differ in meaning
if they are to use collisions as a cue to learn which features their language marks. Due to
the Zipfian distribution of morphological paradigm saturation in the child’s input, however,
we cannot expect that every word the child knows will yield all of its possible collisions in
the input. Thus, we use the Tolerance Sufficiency Principle as a measure of whether enough
collisions of a certain type are attested in the input for the child to generalize. That is,
we determine which morphological features correspond to each collision separately and then
form generalizations over the feature sets if there is sufficient evidence to do so.

Our model is motivated by the challenges of the sparsity of the input, limited positive
evidence, and exceptionality. However, there are several more challenges to morphological
acquisition to be discussed. Firstly, the mapping between meaning and form in inflectional
morphology is not always one-to-one (see e.g. Embick 2015 for an in-depth discussion of allo-
morphy and syncretism within the Distributed Morphology framework, or Baayen et al. 2011
for cross-linguistic examples of both). In particular, allomorphy (multiple phonological forms
mapping to one morphological feature set) yields the additional task of learning not only
which morphological features are marked, but also how these features are phonologically
realized and the conditions that determine their realization. For example, in the case of Ger-
man noun plurals, each suffix is productive on some subset of nouns conditioned by gender
and phonology (Wiese 2000; Kauschke, Kurth, and Domahs 2011), but all realize the fea-
ture +pl. Several models of the acquisition of German noun plural allomorphy exist in the
literature (e.g. Kirov and Cotterell 2018; McCurdy, Lopez, and Goldwater 2020; McCurdy,
Goldwater, and Lopez 2020; Belth et al. 2021; Dankers et al. 2021) but for the purposes
of learning what morphological features are marked in our model, allomorphy is not a part
of the equation. Since our model determines what morphological features are realized over
each collision separately and then generalizes across these features, all that matters for us is
that the plural form is distinct from the singular form, not how it is distinct.

In contrast to allomorphy, syncretism (the same phonological form mapping to multiple
morphological feature sets) is directly relevant to acquiring which morphological features
are marked in a language. Consider, for example, English present tense verbal morphology,
which can be represented roughly as follows:

[+prs, +3, +sg] → -s

[+prs] → ∅

Although it would technically be equally accurate to represent the same system with rules
of the form:

[+prs, +3, +sg] → -s

[+prs, +3, -sg] → ∅

[+prs, +1, +sg] → ∅

...

the latter representation would generally be seen as missing a crucial generalization: that
the third singular present is explicitly marked differently than other present tense forms,
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which fall into an Elsewhere Condition (Kiparsky 1973) (equivalently, blocking and under-
specification in Distributed Morphology, see Embick 2015). Indeed, we define morphological
features as being marked if their corresponding phonological realizations differ from the
phonological realizations of other forms in the paradigm. The notion of collisions directly
allows for this: our model will learn that [+3, +sg] is marked in the English present tense
because its phonological realization, -s, is different than the phonological realization of other
person-number combinations, causing a collision. However, it will not learn that first or
second person is marked because the phonological realization of these forms will be largely
the same: there will not be sufficient positive evidence from the collisions. The intuitions
that result from this approach align well with theoretical insights on Elsewhere Conditions,
syncretism and underspecification (Kiparsky 1973; Embick 2015). Indeed, syncretisms are
necessarily represented as an Elsewhere Condition in our model: failing to further subdivide
the input at any point allows the model to group several distinct inflections into one, cre-
ating an Elsewhere Condition and accounting for syncretisms in the paradigm. Thus, the
model proposed here provides both a possible account of the acquisition of syncretisms and
a hypothesis regarding how syncretisms are represented by the child.

We have considered a range of general challenges to the child learner, but perhaps the
most important challenge is the typological diversity of systems of inflectional morphology.
The child must be able to learn the morphological systems of any natural language to which
they are exposed, so they cannot make specific assumptions about the type of system they
will be encountering. Thus, the learning strategies that the child employs, and any models of
such learning strategies, must be able to successfully segment and learn from agglutinative
and fusional, templatic and concatenative languages. Since this has not yet been achieved,
current models make simplifying assumptions (e.g. the model of Belth et al. 2021 assumes
that all morphological processes are suffixing, although this assumption could be easily
modified). A unique contribution of the model presented here is that it relies only on
inequality between inflected forms, rather than specific transformations between them. That
is, we care about the morphological feature(s) associated with any given collision rather than
the exact phonological differences between the colliding forms. Because of this, our model
is able to generalize to a typologically diverse set of paradigms as the child learner can: we
test it on English verbs, German nouns, Spanish verbs, and Hebrew verbs.

This thesis proceeds as follows: §2-4 provide relevant background. In §2, we provide a
theoretical overview of the paradigms we select for evaluation of our model and motivate
their selection. In §3, we provide an overview of the acquisition patterns attested on each
of these paradigms, and in §4, we provide background on previous approaches to modeling
morphological acquisition. Our model and the principles upon which it relies are introduced
in §5, and results on each of the paradigms are given in §6. Finally, we provide a discussion
of our results and directions for future work in §7 before concluding in §8.



2. Background: Paradigms

In this section, we will provide an overview of the theoretical descriptions of each of the four
paradigms we consider. This overview is intended both to familiarize the reader with the
issues of interest related to each of these paradigms and demonstrate that, by evaluating our
model on these paradigms, we will understand how it handles a number of key morphological
issues across a set of typologically diverse paradigms.

2.1 English Verbs

V

V

Fverb

Tns-Agr

Figure 2.1: The morphosyntactic structure of the English verb, from Halle et al. (1993)

English verbs have typically been described in the literature as consisting of a verbal stem
and a single affix that realizes tense and agreement; Figure 2.1 shows such an organization as
described by Halle et al. (1993). Since only four productive inflectional affixes are used (-ed
for +pst, -s for [+sg, +3], -ing for [+prs, +ptcp] and -∅ elsewhere), English provides
a relatively simple testing ground for theories of morphosyntactic acquisition. At the same
time, however, the irregularities of English verbs have been a subject of great attention:
the Past Tense Debate (§4.1) arose as a result of disagreements regarding how regular and
irregular past tense forms are represented in the English lexicon. Indeed, a particularly
interesting fact about English verbal morphology is that higher frequency forms are more
likely to be irregular (Yang 2016; Lignos and Yang 2016), posing a unique challenge to the
child learner. The simplicity of the English verbal paradigm and the massive experimental
literature resulting from the Past Tense Debate make English verbs a useful starting place for
testing a model of morphological acquisition. At the same time, the distribution of irregulars
poses a unique problem to the learner.

2.2 German Nouns

German noun plurals differ from the problem of English verbs in several interesting ways,
although both inflectional systems are primarily suffixing. While in the English past tense,
the default suffix -ed is also the most frequent, for German nouns, the opposite is the case:
the least frequent suffix -s (occurring with 4% or less of nouns) is often interpreted to be the

4



Background: Paradigms 5

default plural marker (Mugdan 1977; Marcus et al. 1995; Wiese 2000; Kauschke, Kurth, and
Domahs 2011). Further, German noun plurals exhibit allomorphy: each suffix corresponds
to the same morphological feature (namely +pl).

Plural nouns in German are marked by either -n, -en, -e, -s, -er, or −∅. Further, -e, -er,
and −∅ can combine with umlauting, yielding 9 total ways to mark the plural; which one
is used depends on the phonology and gender of the stem (Kauschke, Kurth, and Domahs
2011). -en and -n are typically taken to phonological alternates of one another (Kauschke,
Kurth, and Domahs 2011; Laaha et al. 2006), but there is great debate in the literature
regarding the exact conditions under which each suffix is productive: see Trommer (2021)
for a recent contribution to this debate. Since our model must only discover which features
are marked and does not map these features to form, the problem of German noun plurals
for our model is simply the problem of learning that plurality is marked in German. By using
German noun plurals as a test case, then, we can test the ability of our model to account
for an early stage in the acquisition of a hotly debated paradigm.

2.3 Spanish Verbs

Spanish provides an interesting case for the study of acquisition as its verbal morphology is
highly regular (Lignos and Yang 2016) and exhibits both agglutinative and fusional behavior.
For example, we can contrast the imperfect and perfect past:

(1) amabas
ama
love

ba
pst, ipfv

s
2,sg

‘You were loving’

(2) amaste
ama
love

ste
pst, pfv, 2, sg

‘You loved’

Here, the imperfect shows agglutinative behavior, affixing the subject agreement mor-
pheme after the tense-aspect morpheme (ex. 1), while the perfect combines person, number,
tense, and aspect into a single fusional morpheme (ex. 2). This contrast makes the learning
problem a particularly interesting one, since features that are realized in separate morphemes
in some parts of the paradigm will be realized in the same morpheme in other parts. Embick
(2015) provides an analysis of Spanish verbs as having linear order:

√
root− th− t− agr

Where
√
root corresponds to the verbal root, th to the theme vowel (either -i, -e, or -a

based on the three verb classes of Spanish, with the -a class being productive), t to tense,
and agr to agreement. Embick (2015) notes that in clause structure,

√
root undergoes

head movement to adjoin to v, which then moves to t. For the purposes of morphological
acquisition, the resulting complex head is what is of interest to us; Embick (2015)’s proposal
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T

T

v

√
root v

T

Agr

Figure 2.2: The structure of the Spanish verbal complex head proposed by Embick (2015)

for the structure of this complex head is shown in Figure 2.2. The v that is the sister of√
root in Figure 2.2 corresponds to the verbalizing morpheme, which in Spanish is realized

as the theme vowel, th. Spanish verbal morphology is also full of syncretisms: between
the second and third plural in the present (except for Peninsular Spanish) and between the
first and third singular in many non-present tenses such as the past imperfect and future
(Embick 2015). Thus, Spanish provides an interesting test case as a language that exhibits
agglutinative and fusional behavior, syncretism, and more complex morphosyntax than either
of the other two paradigms discussed thus far. At the same time, its relative regularity
(especially compared to English, (Lignos and Yang 2016)) may provide an advantage to
learners.

2.4 Hebrew Verbs

In all paradigms so far, the stem appears somewhere in the input as a result of null suffixing:
in English for present tense verbs that are not third singular; in German for singular nouns;
and in Spanish verbs, in the third singular present. Yet a unique challenge for children
learning templatic inflectional morphologies such as Hebrew and Arabic is that they will
never hear a truly unmarked form in their input (Lustigman 2013).

In modern Israeli Hebrew, verbs are inflected for number and gender in the present tense
and for number, gender, and person in the past, future, and imperative (Bolozky 2007). The
present tense, also known as benoni, has also been hypothesized to have non-finite properties
(see Paltiel-Gedalyovich et al. (2007) for a review), and Shlonsky (1997) suggests that the
benoni is a hybrid which acts both as a finite present tense verb and a non-finite, non-tensed
participial.

In the present and past tenses, agreement is marked in the suffix, while tense is marked
by the vowels inserted between the consonants of the root (Bolozky 2007). In the future,
agreement may be marked in the prefix or suffix (depending on the specifics of the agreement);
tense is once more marked in the vowels (Bolozky 2007). Finally, imperative agreement is
marked in the suffix, while mood is once more marked with the vowels (Bolozky 2007).

As an example, in the present (or benoni) tense, we have the following four suffixes
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(Bolozky 2007):
[+masc, +sg] → ∅

[-masc, +sg] → -et/-a

[+masc, -sg] → -im

[-masc, -sg] → -ot

The present tense is realized as 1o2e3 in the singular and 1o23 in the plural before the
application of the agreement suffix, where 1, 2 and 3 correspond to the three consonants in
the verbal root (Bolozky 2007). This pattern yields the following inflected forms of the verb
with root ktv, meaning ‘write’:

(3) a. kotev
write[+prs, +masc, +sg]

‘He writes’

b. kotévet
write[+prs, -masc, +sg]

‘She writes’

c. kotvim
write[+prs, +masc, -sg]

‘They (male) write’

d. kotvot
write[+prs, -masc, -sg]

‘They (non-male) write’

One of several templates, or binyanim, may be used for each stem, and there is some
semantic regularity in the use of each (Bolozky 2007) – different binyanim may be used to
mark things such as transitivity, reflexitivity, and causativity (Berman 1981).

Hebrew and other non-affixing languages have posed a problem both to linguistic theory
and to models of acquisition; how to fit templatic morphology into models of acquisition is
an open question. However, since the model we propose here will make use of only string
inequality, it does not need to address templatic segmentation. As such, incorporating
Hebrew verbs into our test set allows for broader investigation into a paradigm that has
often been neglected in the acquisition literature.

2.5 Summary

The paradigms upon which we test our model span a wide range of morphological typolo-
gies, including affixing and non-affixing and agglutinative and fusional morphology. They
each present unique challenges, including high-frequency exceptions in English, alternations
between agglutinativity and fusionality in Spanish, allomorphy in German, and templatic
morphology in Hebrew. A plausible model of morphological acquisition must be able to suc-
ceed on a typologically diverse set of languages, since the infant has no prior knowledge about
the type of paradigm they will acquire. By testing our model on the paradigms discussed
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here, it is our goal to represent at least some of the typological diversity of the morphological
paradigms of the world’s languages.



3. Background: Acquisition

In this section, we review the developmental findings for each of the four paradigms we
consider. In doing so, we will focus on the order of acquisition and vocabulary sizes, which
we will use as a proxy for evaluating the plausibility of our model, and on children’s ability
to segment and relate inflected forms, a prerequisite for collision-based learning.

3.1 English Verbs

Recent evidence shows that infants are able to segment the inflectional affixes of English verbs
very early: Kim (2015) and Kim and Sundara (2021) find that infants can segment -s,-ing,
-ed, and a pseudo-morpheme -sh from pseudowords at as early as 6 months. Furthermore,
6-month-olds are able to relate nonce words suffixed with -s to their stems, but not words
with any of the other aformentioned suffixes (Kim 2015; Kim and Sundara 2021). By 8
months, children can also relate nonce words suffixed with -ing to their stems (Kim and
Sundara 2021), and -ed follows shortly after.1 Kim and Sundara (2021) hypothesize that
this order of acquisition is related to the overall frequency of the affixes in the input – if
we combine the plural noun marker and third singular verb marker, then -s will certainly
be the most frequent affix in the child’s input (Kim and Sundara (2021), see Marquis and
Shi (2012) for similar findings in French). This apparent early blindness to the differences
between the two meanings of -s, in addition to the extremely early segmentation and relation
between forms, suggests that English-learning children can segment and relate inflected forms
well before they understand what meaning is realized by the affixes they segment (Kim and
Sundara 2021). Indeed, Soderstrom, Wexler, and Jusczyk (2002) show that English-learning
19-month-olds still do not have a full grasp of the grammatical use of -s. Mintz (2013) shows
that 15-month-olds segment -ing when processing words, but do not segment endings that
are not morphemes. Interestingly, Mintz (2013) does not find the same pattern for 8-month-
olds as Kim and Sundara (2021); this is likely due to the increased cognitive load of the
within-subjects design that Mintz (2013) utilizes, as well as the shorter familiarization time;
see Kim and Sundara (2021) for a full discussion of the differences in approaches.

Santelmann and Jusczyk (1998) show that 18-month-old English learners already have
limited knowledge of their language’s morphosyntax: when exposing infants to sentences
with either well-formed (e.g. “everybody is baking bread”) or ill-formed (e.g. “everybody
can baking bread”) dependencies between the main and auxiliary verbs, they find that 18-
month-olds are sensitive to the difference, but 15-month-olds are not (111). They additionally
find that 18-month-olds preferred the well-formed dependency only over a limited domain
of 1-3 syllables and not over domains of 4-5 syllables, suggesting a limited processing buffer
(Santelmann and Jusczyk 1998).

Thus, within the first year of life, children can segment and relate forms using most of
the inflectional affixes of English, but it takes them far longer to learn the grammatical use
of these affixes. While the distributional information discussed above is certainly a necessary

1. Unpublished findings courtesy of Megha Sundara.
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Figure 3.1: Adam’s developmental regression in the English past tense, taken from Marcus
et al. (1992)

portion of morphological acquisition, it is not by itself sufficient: children understanding that
-ed is a suffix of English does not entail them knowing which parts of speech it attaches to
or its meaning, and this information is acquired later. Learning the mapping between the
affix -ed and the morphological features that it realizes has been a topic of great discussion,
resulting largely from the Past Tense Debate (discussed further in §4.1). One influential
finding from the ensuing experimental work is developmental regression, in which the
child temporarily overgeneralizes -ed to irregular verbs when they acquire its productivity
as a marker of the past tense, leading to the production of forms such as goed and feeled
(Marcus et al. 1992). Figure 3.1 shows this pattern for the well-studied child “Adam”: we see
that as Adam’s regular production accuracy quickly grows just before 3;0, there is a dip in
his irregular production accuracy (Marcus et al. 1992). This dip is caused by his production
of feeled (Marcus et al. 1992), demonstrating that he has learned the productivity of -ed
and explaining the subsequent leap in his production accuracy on regular verbs. Clahsen,
Aveledo, and Roca (2002) describe the pattern of developmental regression as occurring
when markedness of a specific morphological feature becomes sufficiently obligatory for the
child, potentially before they have fully acquired all irregulars as exceptions to the resulting
rule. Such an interpretation suggests that the child learning that English marks the past
tense triggers developmental regression immediately: for Adam, this would suggest that he
acquires the obligatory marking of pastness just before 3;0. In the present work, we will take
a similar approach to that of Clahsen, Aveledo, and Roca (2002), hypothesizing that children
learn that a morphological feature is marked when there is sufficient positive evidence in the
input, where we define “sufficient positive evidence” by the Tolerance Sufficiency Principle
(Yang 2016). Unlike Clahsen, Aveledo, and Roca (2002), however, we do not necessarily
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Figure 3.2: The number of irregular verbs vs. the Tolerance Sufficiency Principle threshold
on our English training data (§5.4)

interpret this step as a trigger for developmental regression – see §7 for a discussion of how
to relate the present models with models that map from morphological features to form.

While much work has focused on the acquisition of the English past tense, other work
has looked at the overall acquisition of English verbs, including the present progressive and
the third singular present. Brown (1973), for example, establishes that English-learning
children generally acquire the present progressive -ing before noun plural -s, followed by
the irregular past tense and then the regular past tense -ed. Further evidence from Berko
(1958) demonstrates that children typically learn the third singular -s between the present
progressive -ing and past tense, although the third singular emerges later in some children.
Yang (2016) demonstrates that the order of acquisition is related to the input frequency of
the morphemes (since more frequent words are more likely to be in the child’s vocabulary,
Goodman, Dale, and Li (2008)) as well as their regularity; the English past tense is acquired
so late because of the number of high frequency exceptions to the productive rule. Indeed,
if we consider the number of irregular forms in our English training data (see §5.4) com-
pared to the threshold for rule generalization given by the Tolerance Sufficiency Principle
(see §5.1), we see that the number of irregular forms dips below the threshold when the child
has heard about 200 inflected forms, which corresponds to about 90 unique verbs (Figure
3.2). English-learning children acquire the regular marking of the past tense, the last mor-
phological process to be acquired, between ages 2;0 and 3;0 (Brown 1973; Kuczaj II 1977).
At age 2, a child’s vocabulary is at most 500 words (Fenson et al. 1994; Hart and Risley
1995). Since about a quarter of the child’s vocabulary will be verbs (Bornstein et al. 2004),
the 90 unique verbs predicted by Figure 3.2 and the Tolerance Sufficiency Principle match
well with developmental findings, corresponding to an overall vocabulary size of under 500.
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Figure 3.3: A comparison of five developmental studies of overapplication of German noun
plural suffixes taken from Kauschke, Kurth, and Domahs (2011)

3.2 German Nouns

While less work has examined the early segmentation of German noun plural morphology,
several studies have shown that German-learning infants are sensitive to the morphosyntax
of German nouns and verbs at an early age. Similarly to English-learning infants, (c.f. San-
telmann and Jusczyk (1998)), German learning 19-month-olds are sensitive to dependencies
between main and auxiliary verbs despite the freer word order of German relative to English
(Hohle et al. 2006). Further, German learning 14-16-month-olds can use determiners as a
distributional cue to categorize nouns as nouns (Höhle et al. 2004), although younger infants
cannot. While more work is needed to understand how early German-learning children can
relate inflected noun plurals to their corresponding stems, it is clear that morphosyntactic
information is available early to the German-learning child.

The order of acquisition of German noun plural suffixes varies greatly among children:
Kauschke, Kurth, and Domahs (2011), for example, review patterns of overapplications of
each of the plural suffixes across five previous developmental studies and find no consistent
order, although the frequent suffixes -(e)n and -e tend to emerge sooner than others (Figure
3.3). Importantly, more than one suffix is overapplied (Szagun et al. 2006), indicating that
multiple plural suffixes are governed by productive processes in German. Mills (2012) and
Clahsen et al. (1992) find that overapplication of these suffixes typically occurs at or before
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Figure 3.4: Relative frequencies of each subject agreement in our Spanish training data

age 2;0. The child’s vocabulary at this age is typically approximately 300 words total, and
not more than 500 (Szagun et al. 2006). At this stage, however, children only correctly inflect
noun plurals in an average of 3 of the 6 possible inflectional classes (Szagun et al. 2006);
accuracy on plural marking continues to increase for several years after this (Kauschke,
Kurth, and Domahs 2011).

3.3 Spanish Verbs

Little work has been done on the early segmentation of Spanish verbal morphology, so we will
instead focus our experimental review on the subsequent problem of mapping the segmented
forms to their corresponding morphological features. We will see that despite the apparent
complexity of Spanish morphology reviewed in §2.3, acquisition is quite early, even compared
to languages such as English.

3.3.1 Subject Agreement

A number of longitudinal studies (e.g. Aguirre Martınez et al. (1995), Grinstead (1998),
and Durán (2000)) have demonstrated that Spanish-learning children begin marking subject
agreement quite early. From 1;7 onwards, children mark person contrasts productively across
these studies (Montrul 2004). For comparison, the mean vocabulary size for children learning
Argentinian Spanish at age 1;8 is 156 words, with the maximum vocabulary size at just over
400 (Bornstein et al. 2004). Interestingly, while some children produce all three person
contrasts initially, some only produce a contrast between first and third person, with second
person emerging later (Montrul 2004). Number contrast comes soon after person contrast
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Figure 3.5: Maria’s developmental regression in Spanish finiteness marking, taken from
Clahsen, Aveledo, and Roca (2002)

is acquired (Montrul 2004), with first and third plural production followed later by second
plural, the least produced subject agreement form. Gaya (2001) find that across three
children between 1;7 and 2;6, that third singular was by far the most-produced form, making
up an average of 60.33% of the children’s productions, followed by the first singular at
24.83%, the second singular (6.66%), the third plural (4.93%) and the first plural (3.23%).
The children in this study all fail to produce second person plural entirely (Gaya 2001).

Since the third singular in Spanish is marked by the null suffix (henceforth ∅), the high
production of apparent third singular forms might lead to the belief that the child is simply
failing to add inflectional suffixes rather than productively and correctly inflecting the third
singular. However, error rates in subject agreement in child Spanish are extremely low:
Gaya (2001) and Durán (2000) both reported error rates in subject marking at or under 5%.
These errors are typically either use of the third singular to refer to the first singular or the
use of the first singular to refer to the second singular (Montrul 2004). As Montrul (2004)
points out, however, the former of these errors is common cross-linguistically (and adults
sometimes refer to themselves in the third person) and thus it may not be a linguistic error in
the same sense as the errors we discuss in the present work. Interestingly, an analysis of our
Spanish training data (§5.4) demonstrates that the frequencies of each of the three person
markings are comparable in the singular (Figure 3.4). In the plural, however, the third plural
is most frequent, followed by the first, and finally the second plural. Since this training data
consists of Peninsular Spanish, which explicitly marks the second plural, this low rate of
second plurals cannot result from annotation errors and instead provides a potential reason
for the late acquisition of the second plural.

Interestingly, developmental regression is also present in Spanish finiteness marking: in
Spanish, any finite verb must be marked with person and number agreement. Figure 3.5
shows this developmental regression in “Maria” from Clahsen, Aveledo, and Roca (2002):
her initially perfect production of subject agreement for irregular verbs regresses as she learns
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the productive subject agreement processes for the regular verbs. Similarly to Adam (§3.1),
this regression on irregulars and leap in performance on regulars indicates the emergence of
productive finiteness marking.

3.3.2 Tense and Aspect

By 2;0, Spanish-learning children begin marking verbs in the past tense, exclusively with
the preterite (Montrul 2004). The child studied in Jacobsen and Meisel (1986), for example,
correctly produces the preterite at the start of the recordings (2;2) but does not consistently
produce the imperfect past until nearly 3;0. In the children studied by Gaya (2001), past
tense emerged simultaneously with or just after present tense morphology before 2;0, with the
future emerging a few months later. Across several studies, children predominately produce
present tense forms, followed by past and future forms, but produce all three categories with
extremely low error rates (Montrul 2004; Gaya 2001).

3.3.3 Mood

In Spanish, the subjunctive has a syncretism with the imperative, and both emerge early.
The subjunctive is produced by age 2;0 (Montrul 2004; Aguirre 2011; López Ornat et al. 1994)
and is productive by 2;1 in the child studied by López Ornat et al. The imperative emerges
even earlier, with children producing it as early as 1;7 (Montrul 2004). The semantic and
syntactic contexts that the subjunctive occurs in are extremely varied in Spanish, however,
and can take 6 or more years to fully acquire (Montrul 2004). Since these contexts are largely
independent of the morphology of the form, we will only consider the child’s productive use
of the subjunctive beginning at about 2;0 in the present work.

In summary, we see that in Spanish, subject agreement emerges early, with person mark-
ing quickly followed by number marking. Subsequently, tense emerges, and mood emerges
sometime between person and tense, with greater variability in its timeline. The overall
timeline of the acquisition of Spanish verbal morphology, however, indicates that much of
the morphology is learned by around 2;2, on vocabularies of 500 words or less.

3.4 Hebrew Verbs

In a longitudinal study of four Hebrew-learning children, Lustigman (2013) finds that children
use one of two alternatives for verbs before learning the productive marking processes in
their language: they either produce fully marked forms memorized from their input, or ‘bare
stem’ forms that lack adult-like affixes. In the former case, the fully-marked forms do not
obey subject-verb agreement, indicating that the children are not inflecting from known
rules but rather repeating forms that they have heard in their input (Lustigman 2013). In
the children studied, this period typically occurs between 1;5-1;9. For comparison, at 1;8,
the mean vocabulary size for a Hebrew-learning child is 233.8 words, with a maximum of
481 words (Bornstein et al. 2004). Little work has been done on the early segmentation
of templatic morphology, so it is unclear how children represent the roots or templates of
Hebrew morphology at this stage.
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Consistent subject-verb agreement, in which inflectional affixes occur only in obligatory
contexts, was first observed at 1;8-2;0 in the children studied by Lustigman (2013). Bare stem
forms are still relatively common at this stage, but there is no overlap in the production of
memorized forms that violate subject-verb agreement and productive affixation (Lustigman
2013). At this stage, the children produce mainly infinitives and benoni present forms
(Lustigman 2013). Infinitives are, of course, unmarked for number, gender, and person, while
the benoni present are marked only for number and gender and not person (Lustigman 2013)
and have both a finite present and non-finite participial interpretation (Shlonsky (1997),
§2.4). In a further longitudinal study of two Hebrew-learning children between 1;2 and 2;5,
Bat-El (2014) finds that one child produces gender and number agreement before person
agreement, as expected based on the findings of Lustigman (2013). However, the other child
produces gender and person before number, which does not fit with these findings. Bat-El
(2014) argues that this difference is due to asynchronous development of morphology and
phonology in the two children.

Bat-El (2014) notes early marking of tense in the two children in their study, but these
markings are rare; Berman (1981) finds that the emergence of the three Hebrew tenses (past,
present, future), as well as the infinitive and imperative, occurs by around 3;0. At this age,
children do not yet alternate a given root verb in different binyan conjugations to mark
transitivity, causativity, voice, reflexivity, and reciprocality (Berman 1983). In summary, we
expect that gender and number will typically occur before person in Hebrew, followed by
tense, the infinitive and imperative, and finally the binyan conjugations, which emerge at or
after 3;0 (Berman 1983).

3.5 Summary

We have reviewed the developmental findings on order of acquisition for each paradigm,
which we will use to evaluate the plausibility of the model presented in §5. In addition, we
have reviewed infants’ early ability to segment and relate inflected forms, a prerequisite for
collision-based learning. Much work on English has shown that English-learning children
can segment inflected forms and relate them to their stems well before they understand the
morphological features corresponding to this relation, suggesting that collisions are both a
valuable and available tool during the acquisition process. However, since the literature on
early morphological segmentation is focused heavily on English, it is an open question how
much these findings extend to other languages (although see Marquis and Shi (2012) for
French). For the present work, we assume that collisions are a cue that is available to all
learners, but future work should investigate the early segmentation of children learning other
paradigms.



4. Background: Modeling

An extremely productive line of work computationally modeling morphological acquisition
was sparked by the Past Tense Debate (see McClelland and Patterson (2002) and Pinker
and Ullman (2002) for a review). In this section, we will begin by reviewing the main
themes and takeaways of this debate as it took place in the 1990s. We will then turn to
more modern models of morphological acquisition, both connectionist and rule-based, with
the understanding of how the themes of the Past Tense Debate resurface in many of these
models.

4.1 The Past Tense Debate

The Past Tense Debate began with Rumelhart and McClelland (1986)’s proposal that a con-
nectionist network was capable of exhibiting rule-like behavior in the English past tense, and
Pinker and Prince (1988)’s ensuing critique. The model proposed by Rumelhart and McClel-
land (1986) is a single-route model in that it proposed that regular and irregular English
past tense verbs were processed by the same mechanism. The model maps a word’s stem
to its past tense form (e.g. mapping walk to walked) through the same parallel distributed
processing network irregardless of whether the past tense form is regular (as in walked) or
irregular (as in go-went). The architecture of this network can be seen in Figure 4.1.

An obvious appeal of connectionist models is their closer match to what we know to
be true about neuronal computation: activation of each unit in such a model is computed
“through a process of weighting each of their input signals by the strength of the connection
along which the signal is coming in, summing the weighted input signals, and feeding the
result into a non-linear output function” (Pinker and Prince 1988, 75). Many approaches pro-
posed in the neuroscience literature follow similar computational principles (see e.g. Izhike-
vich (2004) and Long and Fang (2010) for a review). While such approaches match well with
single cell recordings (Izhikevich 2003), the algorithms use to train such computational net-
works have no “known neurophysiologial analogue” (Pinker and Prince 1988, 75). That is,
while the method of computation in trained neural networks may mirror that of the human
brain, the methods used to train the network do not mirror learning in the human brain
(Pinker and Prince 1988). Further, by mapping directly from the stem to the past-tense
form, the model of Rumelhart and McClelland (1986) “collapses the major distinctions” of
linguistic theory (Pinker and Prince 1988, 88), such as the distinction between phonology
and morphology that is standardly accepted (Halle et al. 1993; Embick 2015).

Indeed, Pinker and Prince (1988) show that the model of Rumelhart and McClelland
(1986) has several shortcomings. Perhaps most famously, they note that the pattern of
developmental regression Rumelhart and McClelland (1986) claim to model is actually a
result of the nature of their input data: in the beginning, the model is exposed to a set
of 10 verbs, 2 of which are regular, 10 times (Pinker and Prince 1988). Subsequently, it
is exposed to a set of 420 verbs, 334 of which are regular, 190 times; the 10 verbs are a
subset of the 420 verbs (Pinker and Prince 1988). This matches with an assumption by
Rumelhart and McClelland (1986) that “the child learns first about the present and past
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Figure 4.1: The parallel distributed processing model of English past tense acquisition pro-
posed by Rumelhart and McClelland (1986)

tenses of the highest frequency verbs; later on, learning occurs for a much larger ensemble
of verbs, including a much larger proportion of regular forms” (Rumelhart and McClelland
1986, 241). However, Pinker and Prince (1988) demonstrate that such a sudden change in
the percent of regular forms in the child’s vocabulary is simply not realistic: “the percentage
of children’s verbs that are regular is remarkably stable ... across stages” when considering
the children in Brown (1973)’s study (Pinker and Prince 1988, 140). Additionally, the model
produces odd and irregular past tense forms for regular stems, e.g. by overapplying vowel
changes (sip-sept), double-marking regular past tense forms (type-typeded), and producing
forms with no direct explanation (mail-membled) (124–125). Both of these factors, as well as
many others discussed by Pinker and Prince (1988), led Rumelhart and McClelland (1986)’s
model to generally be rejected as a plausible model of morphological acquisition.

As an alternative to the single-route model of Rumelhart and McClelland (1986), Pinker
(1998) proposed a dual-route model in which “regular inflection applies freely in any cir-
cumstance in which memory fails because regular inflection is computed by ... a symbol-
processing rule” (240). Such a pattern, Pinker (1998) argues, would better account for de-
velopmental patterns such as U-shaped learning and over-regularization. Under this model,
developmental regression occurs as a result of an initial stage in acquisition in which the
past tense forms of verbs are simply memorized, followed by the acquisition of a productive
rule, and the overapplication of this rule to irregular forms for which the past tense forms
have not yet been memorized or for which memory access of the past tense form fails (Pinker
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1998). In addition to being able to account for the developmental patterns discussed in §3,
Pinker (1998) also argues that his words-and-rules model provides a more psychologically
plausible account of morphological acquisition. However, this model does not provide an
explicit account of how words and rules are learned, or of how the child should discriminate
between productive processes and exceptions to these processes.

4.2 Connectionism Today

While it is generally accepted today that the model of Rumelhart and McClelland (1986)
does not provide a plausible account of morphological acquisition, the ability of connectionist
models to account for the patterns of acquisition discussed here remains an open question,
perhaps because of the neurological appeal of such models discussed above. Kirov and
Cotterell (2018) recently returned to the question of connectionist models as an account
of morphological learning by proposing an encoder-decoder (ED) neural network to learn
mappings between English verb roots and inflected forms. In their first experiment, Kirov
and Cotterell (2018) present the model with only root-past pairs; in the second, they present
it with the past tense, gerund, past participle, and third person singular of the verb. They
demonstrate that the ED model is able to achieve high accuracy in both experiments, and
conclude that “the empirical performance of neural models is no longer an issue” (661).
They note, however, that their model is not meant to serve as a direct model of acquisition
in children. Here again, the implausibility of connectionist training methods discussed by
Pinker and Prince (1988) resurfaces: Kirov and Cotterell (2018) train their model for 100
epochs, meaning that the model makes 100 complete passes over the training data. This, of
course, stands in contrast to the incremental nature of the input to the child. Furthermore,
the data used in Kirov and Cotterell (2018)’s first experiment consists of 4,039 verb types,
split into 80-10-10 training/development/test sets, meaning that the model sees over 3500
verb types during each epoch of training (658). In Kirov and Cotterell (2018)’s second
experiment, the model sees each verb type in its complete morphological paradigm: root,
past tense, gerund, past participle, and third singular (661). The size of both training sets
lies in contrast to the child’s early acquisition of the past tense on vocabularies of under
1000 words (Fenson et al. 1994; Hart and Risley 1995; Bornstein et al. 2004), while the
appearance of each word in its full inflectional paradigm is in contrast with the Zipfian
distribution of paradigm saturation found by Lignos and Yang (2016) (see §1 for further
discussion). Indeed, of the 3144 most frequent verb stems in English CHILDES, only 656,
or less than a quarter, appear in their complete paradigm.1 By extension, we would expect
that for the child to have heard 3500 verb stems in their complete paradigms, they would
have to hear over 14,000 verb stems total, which is two orders of magnitude larger than the
number of verbs the English-learning 3-year-old knows (§3.1).

In spite of the large, saturated data to which the ED model is exposed, several lines of
work have demonstrated that it still struggles to match developmental findings. Kirov and
Cotterell (2018) themselves note that the model does not display developmental regression
(660). Further, Corkery, Matusevych, and Goldwater (2019) demonstrate that different

1. CHILDES counts courtesy of Charles Yang.
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Figure 4.2: Distribution of predicted plural suffixes for human participants vs. the ED model
of Kirov and Cotterell (2018), taken from McCurdy, Goldwater, and Lopez (2020)

random initializations of the ED model cause great variation in its correlation with human
productions on the English past tense data used by Kirov and Cotterell (2018): from 0.15
to 0.56 for regular verb forms and from 0.23 to 0.41 for irregular verb forms (Corkery,
Matusevych, and Goldwater 2019, 3872). Since the model exhibits unstable behavior across
different simulations, Corkery, Matusevych, and Goldwater (2019) attempt a second analysis
in which each simulation is interpreted as an individual participant and results are averaged
across simulations as they are across participants in human data. However, they still find
a low correlation between aggregated human and model performance: 0.45 for regulars and
0.19 for irregulars (3873); this correlation is poorer than that of the earlier model of Albright
and Hayes (2003) discussed below. They also find that the ED model overproduces irregulars
on nonce verbs when compared to humans.

Recent work has also demonstrated that the sensitivity to frequency of the ED model
causes it to struggle with morphological paradigms in which the default form is infrequent
in the input. As discussed in §2.2, in German noun plurals, the least frequent suffix (namely
-s) is usually taken to be the default (Marcus et al. 1995; Wiese 2000; Kauschke, Kurth,
and Domahs 2011). This stands in contrast to the English paradigms on which Kirov and
Cotterell (2018) test the ED model: as discussed in §2, simply picking the most frequent
form as the default in these paradigms will yield the correct results. To better understand
the implications of the ED model’s frequency sensitivity, McCurdy, Lopez, and Goldwater
(2020) and McCurdy, Goldwater, and Lopez (2020) test its ability to match human per-
formance on the case of German noun plurals. McCurdy, Goldwater, and Lopez (2020)
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test the ability of the ED model to account for German noun plural inflection by compar-
ing human-predicted inflections and ED-predicted inflections on 24 nonce words taken from
Marcus et al. (1995). Adult participants were shown the nonce word with a determiner
that provided a cue to grammatical gender and asked to produce the plural form; which
determiner was used was varied across participants (McCurdy, Goldwater, and Lopez 2020).
The authors then presented the same forms to the ED model and compared its predicted
plurals with the plurals predicted by human subjects. They find little correlation between
speakers’ predictions and predictions made by the model: the highest Spearman’s correla-
tion is .33 (McCurdy, Goldwater, and Lopez 2020). Figure 4.2 provides a visualization of
the distribution of suffixes predicted by the ED model and by humans, taken from McCurdy,
Goldwater, and Lopez (2020). They additionally examine the top 5 most likely plural forms
predicted by the ED model, and find that the lower-ranked predictions are dominated by
forms that “do not cohere to standard plural production,” which they take to mean that the
“ED model scores may not be cognitively plausible analogues to speaker behavior” (7–8).
Building on this, McCurdy, Lopez, and Goldwater (2020) investigate the role of grammatical
gender in determining which plural suffix is applied in both humans and the ED model: they
again collect human predictions for the 24 nonce words of Marcus et al. (1995), which were
designed to lack strong phonological cues to gender. McCurdy, Lopez, and Goldwater (2020)
demonstrate that both the speakers and ED model show effects of grammatical gender on
the plural form productions, but the effects are significantly greater for the ED model than
for the human subjects, suggesting that the mechanism the model uses to hypothesize in-
flected forms is different from the mechanism used by humans; they suggest that humans
pay greater attention to phonological cues.

The most recent proposal for a connectionist model of morphological acquisition is that
of Dankers et al. (2021), which proposes a recurrent neural network (RNN) as a model of the
acquisition of German noun plurals. Dankers et al. (2021) show that their model correctly
learns grammatical gender and end-of-word phonology as predictors of which plural suffix
is applied. However, they also demonstrate that the RNN does not handle nouns in low-
frequency plural classes well, likely because it relies too heavily on length as a predictor of
these suffixes (Dankers et al. 2021). Additionally, the model is biased towards the -e suffix,
which does not match with the generalization patterns of humans (Dankers et al. 2021).

4.3 Alternatives to Connectionist Models

Despite their appeal, discussed above, the ability of connectionist models to account for
patterns of morphological acquisition is still an open question. In contrast to the connec-
tionist accounts outlined above, however, several other models of morphological acquisition
have been proposed in recent years. Albright and Hayes (2003) propose the Minimal Gen-
eralization Learner as a non-neural probabilistic account of morphological acquisition. This
model uses inductive learning to propose multiple stochastic morphophonological rules that
are assigned confidence scores based on their performance in the lexicon (Albright and Hayes
2003). The learning process involves rules being gradually built up through iterative gen-
eralization: at the beginning, every present-past pair is memorized as a separate rule (e.g.
for shined, ∅ →d/[SaIn ][+past]). Such a rule could then be combined with other rules (e.g.
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the rule corresponding to robbed) in which the first portion of the rule is also ∅ →d, to form
broader generalizations. Albright and Hayes (2003)’s model finds “the tightest rule that will
fit both cases” (124) by iteratively generalizing and rewarding rules based on their accuracy.
The model is additionally supplied with the phonological features of each segment in the
input in order to allow for this tight generalization: the alternations between [t], [d], and
[@d] in the regular English past tense, for example, are all conditioned on such phonological
features. During generation, the model hypothesizes and probabilistically weights multiple
potential output forms (Albright and Hayes 2003).

Although originally intended as a model of morphological processing in the visual modal-
ity, the Näıve Discriminative Learning (Baayen et al. 2011) and Linear Discriminative Learn-
ing (Baayen et al. 2019) models have also been employed in modeling morphological acquisi-
tion. Both models are motivated by the assumption that morphology is not its own level of
representation separate from phonology and semantics, but rather arises purely as a combi-
nation of the two. Both models are trained using the Rescorla–Wagner equation of classical
conditioning to relate form to meaning (Rescorla 1972). The input to the Näıve Discrimi-
native Learner is a word form and its corresponding meaning: for example, (hands, {hand,
+pl}) and the task of the model is to learn rules of the form −s = +pl. However, as
Marantz (2013) points out, providing such features as +pl essentially encodes the mor-
phosyntactic information that Baayen et al. (2011) claim to avoid, thus providing an explicit
level of morphological representation in the model. To address this, Baayen et al. (2019)
utilize distributional vector-based semantics, with the goal of demonstrating that morphol-
ogy can be reduced to phonology and semantics. However, a large body of work has rejected
such an explanation of morphology based on theoretical (e.g. Embick (2015) and Marantz
(2013)) and experimental (e.g. Mintz (2013), Kim (2015), and Kim and Sundara (2021))
grounds. A particularly compelling piece of evidence against morphology as a combination
of phonology and semantics is the early segmentation of inflectional morphology reviewed
in §3.1: children are sensitive to morphological structure well before they know what the
morphemes mean, but this sensitivity is greater than purely phonological controls (Kim and
Sundara 2021), implicating structural knowledge beyond just phonology and semantics.

In contrast to the models of Albright and Hayes (2003) and Baayen et al. (2019), which
both employ probabilistic learning and generation techniques (albeit with very different as-
sumptions), the Tolerance Sufficiency Principle (Yang 2016) provides a threshold for the
generalization of a rule beyond the input, supporting binary claims of productivity such as
those put forth by Pinker (1998). Yang (2016) demonstrates that the Tolerance Sufficiency
Principle can be applied to a number of morphological paradigms and matches well with
developmental findings on each of these. The Tolerance Sufficiency Principle has also found
support in a number of artificial language studies; for a further review of this experimen-
tal evidence, see §5.1. Payne, Kodner, and Yang (2021) and Belth et al. (2021) utilize the
Tolerance Sufficiency Principle and recursive search procedures to develop models of mor-
phological acquisition. Both models take as input a set of (stem, inflected form, feature
set) triples (e.g. walk, walked, [3, sg, past]). Payne, Kodner, and Yang (2021) apply the
Tolerance Sufficiency Principle and a recursive search procedure to model the acquisition
of Spanish and English verbal morphology. Their model is able to extract the productive
mappings between meaning and form in both languages on plausible vocabularies, despite
the unique challenges of these languages discussed in §2. Belth et al. (2021) also develop a
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model utilizing the Tolerance Sufficiency Principle and recursive subdivision of the input.
This model yields decision-tree-like representations in which each node contains a rule, a
set of memorized exceptions, or both. Belth et al. (2021) demonstrate that their model cor-
relates more with the behavioral data of Corkery, Matusevych, and Goldwater (2019) and
McCurdy, Goldwater, and Lopez (2020) than the ED model of Kirov and Cotterell (2018).

4.4 Summary

The ability of neural vs. rule-based models to account for morphological acquisition remains
an open question. However, note that all of the models presented here define the learning
problem as acquiring the phonological transformations that realize a given set of morpholog-
ical or semantic features. The model of Rumelhart and McClelland (1986) simply assumes
the morphological features to be the English past tense, while newer connectionist models
such as Kirov and Cotterell (2018) and Dankers et al. (2021) encode these features as a part
of the input to the model, allowing the model to learn mappings corresponding to multiple
morphological feature sets at once. Similarly, the rules in the model of Albright and Hayes
(2003) encode both phonological features and morphological features such as [+past], and
even the models of Baayen et al. (2011) and Baayen et al. (2019) encode the learning process
in this way, despite arguing against a separate morphological level of representation (Marantz
2013). The models of Payne, Kodner, and Yang (2021) and Belth et al. (2021) similarly take
morphological features as input and learn the processes that realize these features. Since
most of these models are intended to provide an incremental account of acquisition, however,
by explicitly encoding these features from the earliest stages, they make the crucial assump-
tion that they are available to the child from the earliest stages of acquisition. Yet which
morphological features are marked varies across languages, so surely the child must learn
what features their language marks before they can learn how these features are realized.
By providing the features from the beginning of learning, current accounts of morphological
acquisition fail to account for this earlier step in the acquisition process. The present work
attempts to fill this gap by proposing that children only learn how morphological features are
realized in their language once they have learned which morphological features are realized,
and thus that the earlier stages of acquisition look different than those hypothesized by the
models discussed in this section.



5. Methods & Model

In this section, we provide an overview of our model and training data. We begin by in-
troducing the Tolerance Sufficiency Principle (Yang 2016), the mechanism of generalization
employed by our learner. We then expand on the notion of collisions as a cue to mor-
phological marking, and the two pieces of evidence motivating the use of this cue: early
segmentation (§3) and the Principle of Contrast (Clark and MacWhinney 1987). We then
provide an overview of how our model recursively subdivides its input and selects features
to split the input on. We conclude by providing an overview of our training data and its
properties.

5.1 The Tolerance Sufficiency Principle

The Tolerance Sufficiency Principle (Yang 2016) is a threshold for the generalization of a
rule beyond the input, motivated by the hypothesis that children use a process productively
when it is more efficient to do so. It thus provides a cognitively-motivated threshold for the
generalization of a rule beyond the input: given a rule r1 that is eligible to apply to N items
with e exceptions, this rules is productive if and only if:

e ≤ θN =
N

lnN

The above equation assumes that the e items have been attested as exceptions, but due to the
skewed nature of the child’s input discussed in §1, it is sometimes the case that some forms
are not explicitly attested either following or violating a rule. The Tolerance Sufficiency
Principle thus applies the same computational threshold to determine when there is enough
positive evidence to generalize a rule beyond the input. Say we have a rule r2 that is eligible
to apply to N items in the input, but only M,M ≤ N of these items are attested following
N ; the rest are simply not attested either following or violating the rule. By applying the
same computational principles as above, the Tolerance Sufficiency Principle states that this
rule may generalize beyond the input if and only if:

N −M ≤ θN =
N

lnN

Note that this is essentially equivalent to applying the first formula with the assumption that
every one of the N −M unattested forms is an exception: it thus provides a threshold based
on a potential worst-case scenario in the unattested forms. To summarize, the Tolerance
Sufficiency Principle employs the same computational threshold when some number of items
have been attested violating a rule as when they have not been attested either following or
violating the rule.

An interesting mathematical consequence of the Tolerance Sufficiency Principle is that
θN is larger relative to N for smaller values of N . For example, when N = 10, θN = 4.3, or
about 43% of N . By contrast, when N = 100, θN = 21.7, or about 22% of N . As reviewed
in §3, children learn the morphology of their native language on extremely small input, so
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Figure 5.1: The production test results for children in Schuler, Yang, and Newport (2021)’s
experiment

this property of the Tolerance Sufficiency Principle is attractive for providing computational
accounts of morphological acquisition. Furthermore, the Tolerance Sufficiency Principle can
be applied recursively, as exhibited in models such as Belth et al. (2021) and Payne, Kodner,
and Yang (2021), and as we will do in the present work.

The Tolerance Sufficiency Principle has found support in several experiments with pre-
cisely controlled conditions. Schuler, Yang, and Newport (2021) exposed children and adults
to an artificial language consisting of 9 nouns, in which the regular plural marking was -
ka. Since θ9 = 4.1, they designed one case with 5 regulars and 4 exceptions, for which we
would expect generalization under the Tolerance Sufficiency Principle, and another with 3
regulars and 6 exceptions under which we would not predict generalization. Exceptions took
one of several plural affixes, and all forms were attested in the singular and plural in the
experiment (Schuler, Yang, and Newport 2021). The input was designed to follow a roughly
Zipfian frequency distribution, since the Tolerance Sufficiency Principle assumes such a dis-
tribution. After exposure, participants were given a wug-style production test in which they
were exposed to nonce words they had not heard during training and asked to produce the
plural form. Schuler, Yang, and Newport (2021) found that children used the productive
suffix -ka almost 100% of the time in the 5/4 case, while in the 3/6 case, the most common
response was an unmarked stem (see Figure 5.1). This suggests that children did not know
what to produce in the 3/6 case, since no productive form was learnt, while they had no
trouble generalizing in the 5/4 case as predicted by the Tolerance Sufficiency Principle.

Koulaguina and Shi (2019) exposed 14-month old non-Russian-learning infants to a Rus-
sian word order rule via passive listening. The input to the children was 16 sentences of
the form ABC, of which 8 were attested following a word order change (e.g. ABC–BAC)
and 8 were not. During testing, Koulaguina and Shi (2019) then exposed children to sen-
tences that either followed the attested rule (in this case, ABC-BAC), or some other rule
(e.g. ABC–ACB). They found no significant difference in looking time between the attested
and unattested rule, suggesting that children had not generalized the rule beyond the input
(Koulaguina and Shi 2019). This is consistent with the Tolerance Sufficiency Principle: here
we have N = 16,M = 8, and thus θ16 = 5.7. Clearly 16 − 8 ̸≤ 5.7, and so we would not
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expect the child to generalize a rule applicable to 16 items but only attested with 8 under
the Tolerance Sufficiency Principle. Koulaguina and Shi (2019) then tested 14-month olds
on 10 sentences of which 8 followed the rule and 2 were not attested following it, and found
a significant difference in looking time between the attested and unattested rule: θ10 = 4.3
and 8− 6 ≤ 4.3, so we would expect children to generalize this rule under the Tolerance Suf-
ficiency Principle. Thus, the performance of 14-month-olds on Koulaguina and Shi (2019)’s
tests matches with the predictions of the the Tolerance Sufficiency Principle. However, other
mechanisms could also explain the behavior attested by both Koulaguina and Shi (2019) and
Schuler, Yang, and Newport (2021), such as a simple majority preference. As such, Emond
and Shi (2020) utilize the same Russian word-order change data to test the predictions of
the Tolerance Sufficiency Principle more exactly: of the 16 sentences to which they exposed
the infants, either 5 or 6 were not attested following the rule. Since θ16 = 5.7, we would
expect infants to generalize in the 5 case and not the 6; this is exactly what Koulaguina and
Shi (2019) find. This pattern cannot be explained by simple majority preference and thus
provides stronger experimental evidence in favor of the Tolerance Sufficiency Principle.

5.2 Collisions and Recursion

To learn which morphological features are marked in their native language, we propose that
the child makes use of the notion of collisions, or a single word appearing in multiple
inflected forms. If, for example, the child hears walk and walks and understands that they
correspond to different inflected forms of the same stem, they can use this information as a
cue to learn the features that distinguish these forms (in this case, 3,sg, ¬3,sg). As reviewed
in §3, English-learning children are able to segment inflected forms and relate these forms
to their stems very early in development.1 This suggests that they are able to make use of
collisions by relating, for example, walk and walks : once they know that -s is an English affix,
the shared stem between the words is transparent. Furthermore, thePrinciple of Contrast,
or the hypothesis that any two distinct phonological forms will be distinct in meaning (Clark
and MacWhinney 1987), can provide a cue to learn the morphological features distinguishing
the two “colliding” forms. Once infants have related these forms, the Principle of Contrast
would cause them to hypothesize that the forms have different meanings, and thus provide
a cue to learn the morphological features that distinguish the two forms. The Principle
of Contrast is well-supported in the developmental literature; see Clark and MacWhinney
(1987) for a review.

However, a single collision is likely not sufficient evidence to determine that a set of
morphological features is always marked: in English, for example, we do not mark first
vs. second person on most verbs, but do on the verb to be (compare I am vs. you are
to I walk vs. you walk). We would not want the child to extrapolate from the collision
they see with to be and learn that English contrasts the first and second person on regular
verbs. Thus, we use the Tolerance Sufficiency Principle as a measure of when the child
has enough positive evidence that a feature set is marked in their language. Our model

1. As discussed in §3, more work must be done to determine at what age children learning other languages
are able to accomplish this. For the present work, our model assumes that collisions are available to children
acquiring any morphological paradigm.
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takes in input incrementally, and for each form in the input, it checks to see if that word
has appeared in multiple inflected forms. If so, it considers the two inflected forms that
the word has appeared in, and determines the morphological features corresponding to the
difference between these inflected forms. It then checks across other words in its lexicon to
see if a sufficient number also mark these features. If there is sufficient evidence, as defined
by the Tolerance Sufficiency Principle, the model subdivides the input based on the collision
into forms having the given morphological features and forms not having those features.
Subsequent subdivisions will occur within only one of the resulting branches, leading to a
binary branching tree representing which features are marked in the language.

We can formalize the conditions for subdivision as follows: if the model encounters a
word in inflected form A and inflected form B, where A is less frequent, then we determine
the morphological features corresponding to the difference between A and B. We then search
the lexicon for other words that have appeared in inflected form A. If a sufficient number
of these words also appear in a different phonological form, and the difference in morpho-
logical features between these forms is the same as for A and B, then we learn that these
morphological features are marked in the language. We focus on the less frequent of the
two inflected forms because the number of collisions between A and B will be higher relative
to the total count of A than the total count of B, giving it the best chance of passing the
Tolerance Sufficiency Principle. For example, if we encounter a collision between 3,pl and
3,sg in English, presuming that 3,sg is the more frequent of these two, if a sufficient num-
ber of words that appear in the 3,pl also appear in the 3,sg with a different inflected form,
then we learn that English marks {3,pl} \{3,sg} = ±pl. Note that this model will never
learn person distinctions such as 1 vs. 2 in English because a sufficient number of words
will not have different inflected forms across these two feature sets: our model relies only on
(phonological) inequality between inflected forms to generalize markedness.

Since this process will be applied recursively, once we have learned that English marks
±pl, we will learn within the -pl branch that it also marks ±3, i.e. that the third singular
is marked. This recursive, incremental application of our model yields a binary-branching,
tree-like representation of marking (e.g., see Figure 6.1).

5.3 Selecting Split Features

Note that in the case of 3,pl and 3,sg discussed above, we can either consider the split
feature to be {3,pl} \{3,sg} = ±pl or {3,sg}\{3,pl} = ±sg. That is, we can either take
the marked features to be the difference of the less and more frequent features, or the more
and less frequent ones. Since we divide the vocabulary when there is sufficient evidence for
marking, the difference between these approaches has a number of interesting implications.
Note that in our example, it does not matter which heuristic we use for forms in which
number is marked: plural forms will either be sent to the +pl branch or, equivalently, the
−sg branch. However, for forms that do not mark number, such as infinitives, the choice of
heuristics will cause different behavior: if we choose ±sg, then such forms will be sent to
the -sg = + pl branch, but if we choose ±pl, such forms will be sent to the -pl = + sg
branch. Such differences are particularly interesting in more complex morphological systems
such as Spanish and Hebrew.
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Further, note that we are not guaranteed to have a singular feature as our set difference.
There may instead be a collision between 3,sg and 2,pl, which would lead to a set difference
of either ±3,sg or ±2,pl. In these cases, we may either consider all features in the set
difference together when determining if there is sufficient evidence for marking, or we may
iterate through each feature and consider it separately. During model development, we tested
both approaches with both orders of set difference, and found that the approach in which we
consider only a single feature at a time prevented the model from learning as many correct
markings. We hypothesize that this is due to the fact that considering a single feature will
lead to larger values of N in the Tolerance Sufficiency Principle, which, as reviewed is §5.1,
will allow for fewer relative exceptions. As such, we consider the entire set difference in the
present work.

When deciding between possible orders of features in the set difference, we found that the
difference of the least frequent \ most frequent provided the best results for our model. The
opposite approach often yielded extremely long set differences that led to small values of N
in one of the resulting nodes after branching. However, these results are purely qualitative,
and future work should investigate other potential approaches to selecting split features.
Additionally, since our model still relies on explicit specification of morphological features in
the input, future work should consider how children go about extracting these features from
their environment and input once the phonological collision provides them with a cue to do
so; see §7 for further discussion.

5.4 Training Data

For our training data, we intersect the most frequent forms in CHILDES (MacWhinney 2000)
for each language with the morphological features provided by UniMorph (Kirov et al. 2018).
We choose the most frequent forms in CHILDES to simulate the child’s vocabulary since
words that are frequent in the input are likely to be learned earlier (Goodman, Dale, and Li
2008). Intersection with UniMorph leads to input that is a triple of the stem, inflected form,
and corresponding features, for example: (walk, walks, {verb, present, 3rd, singular}).

Our English data is taken from the Manchester, Wells, and Belfast corpora (Theakston
et al. 2001; Wells 1981; Henry 1995) and contains 4196 inflected verb forms corresponding
to 1280 unique verbs. It is the same data used by Payne, Kodner, and Yang (2021). Our
German data is taken from the Leo corpus (Behrens 2006) and contains 1787 inflected noun
forms (either singular or plural) corresponding to 1444 unique nouns.2 Note that for English
and German, the number of unique words in the training data exceeds the number that the
child will know before acquiring these systems. However, the model does not make use of all
of these forms, as we will see in §6.1 and §6.2; learning is complete well before 500 inflected
forms in both cases.

Our Spanish data is taken from the Fernández/Aguado corpus and contains 1000 in-
flected verb forms corresponding to 310 unique verbs. This data is also taken from Payne,
Kodner, and Yang (2021). Finally, our Hebrew data comes from the Bat-El, Berman, BSF,
Levy, Na’ama, and Ravid corpora (Berman 1990, 2017). Due to the challenges of differing

2. I am grateful to Jordan Kodner for providing this data.
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Figure 5.2: A visualization of the Zipfian frequency distribution of the training data in each
of the four paradigms considered here. The left plot shows raw rank vs. frequency and the
right shows the log-transformed result.

transcription systems across CHILDES and UniMorph, this data contains only 298 inflected
verb forms corresponding to 151 unique verbs.

To augment our Hebrew data, we utilize the 100k sentence 2021 Hebrew Wikipedia
dump provided by the Leipzig corpus collection (Goldhahn, Eckart, and Quasthoff 2012).
Although this corpus does not represent child-directed speech, Kodner (2019) shows that
type frequencies of morphophonological and syntactic-semantic patterns are comparable for
high-frequency items in child-directed corpora and literary corpora, meaning that the high-
frequency vocabulary in the Wikipedia corpus can effectively be used as a proxy for the early
Hebrew lexicon. Intersecting the word frequencies of this corpus with UniMorph yields a set
of 9,535 inflected forms corresponding to 990 unique verbs. From these, we take the 1000
most-frequent inflected forms to be our Hebrew training set, corresponding to 373 unique
verbs. While the UniMorph+CHILDES Hebrew data utilizes niqquds to explicitly mark
vowels, the UniMorph+Wikipedia data does not, and is instead written in ktiv hasar niqqud
format, a standard format for writing Hebrew without the explicit specification of vowels
provided by niqquds. The difference in these transcription styles has several important im-
plications discussed in §6.4: since the UniMorph+Wikipedia data does not contain niqquds,
there are cases where multiple inflected forms that are phonologically distinct have identical
transcriptions. In the future, we hope to develop and use corpora which make use of niqqud
or phonological transcription in order to avoid this issue, but due to limited resources and
the standardization of ktiv hasar niqqud transcription in Hebrew, this was not possible in
the present work.

As discussed in §1, it is well known that the frequencies of words in child-directed-speech
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Figure 5.3: A visualization of the Zipfian paradigm saturation distribution of the training
data in each of the four paradigms considered here. The left plot shows raw rank vs. fre-
quency and the right shows the log-transformed result.

follow a Zipfian distribution, with the frequency of a word being inversely proportional to
its rank (Zipf 1936; Yang 2016; Lignos and Yang 2016). This can be visualized in Figure
5.2: the left subplot shows the raw rank vs. frequency of items in each of our training sets.
As we can see, only a few of the inflected forms in the input occur thousands of times; most
lie in the long tail of forms of rank 200 and above for which frequency is quite low. In
addition to the overall Zipfian frequency distribution of the input, the paradigm saturation,
or number of possible inflected forms that a given stem appears in, is also known to follow
a Zipfian distribution (see §1, Lignos and Yang (2016)). This means that a few stems will
appear in close to all of their inflected forms, but most will only appear in one or two of their
possible forms in the child’s input. We can see this pattern in our training data in Figure
5.3. Paradigm saturation in Figure 5.3 is normalized to be proportional to the maximum
saturation in the training set in order to plot the paradigms together: otherwise, maximum
saturation is much lower for morphologically rich languages such as Spanish and Hebrew than
languages such as English, in which there are only a few forms in which a word could appear.
In the left subplot of Figure 5.3, we can see that only a few stems are highly saturated in
the training data, and most have saturations of well under a half, especially for the long tail
of our English input. Our German input is an outlier simply because we are considering
a paradigm in which there are only two potential forms: singular and plural. The higher
saturation observed here is thus unsurprising.

The relative sparsity of the Zipfian “long tail” in both Figures 5.2 and 5.3 dictates that
most inflected forms will appear only a few times in the child’s input, and most stems will
appear in only a fraction of their possible forms. This is an important problem for the child
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learner to overcome by generalizing beyond the input (see §3) and is a key motivation of the
Tolerance Sufficiency Principle (see §5.1). The necessity to generalize well beyond the input
is also a key motivation of the model presented here.



6. Results

We now present the results of our model on each of the four paradigms. These results
are in the form of “recursion trees,” which allow us to visualize the order and relationship
between the features that the model has learned are marked in each language. For example,
examining the English recursion tree in Figure 6.1 shows us that the first distinction the
model learns is ± v.ptcp. Then, within the verbs that have the feature − v.ptcp, the
model recursively applies the same algorithm to learn that ± sg is marked. That is, the
model first finds that there are sufficient collisions that realize ± v.ptcp to subdivide its
vocabulary with this feature set. Then, within the set of words that are − v.ptcp, there are
sufficient collisions to indicate that ± sg is marked (i.e. non-participial verb forms in English
mark number), and so on. In these trees, the number on each node corresponds to the total
number of inflected forms that the model has taken in when it finds sufficient evidence of
marking, and the + and - features on each binary branch correspond to forms that realize
these features and forms that do not, respectively. Returning to our English example, we see
in Figure 6.1 that the model learns that ±v.ptcp is marked in the language after hearing
70 inflected verb forms, and learns that non-participial verb forms mark number at 72 verb
forms, just after learning that ± v.ptcp is marked. Nodes that read “leaf” correspond to
nodes at which no more productive collisions were found. For example, in Figure 6.1, we see
that leaf 0 corresponds to the participle (i.e. the set of verb forms realizing + v.ptcp), for
which no more divisions are possible. The numbering on the leaves is arbitrary and simply
provides a label to be used during discussion.

6.1 English verbs

Figure 6.1 gives the results of our model on English verbs. As we can see, despite the large
training data, the model does not learn anything further after the first 449 inflected forms,
which correspond to 188 unique verbs. This fits well with the developmental findings outlined
in §3.1: if the child’s vocabulary consists of 500-1000 words at the time they acquire the past
tense, we can expect that about a quarter of these will be verbs (Bornstein et al. 2004), and
the model learns that English marks the past tense on under 250 unique verbs.

The order of acquisition, which we can visualize by the numbers in the nodes, also matches
well with developmental findings: the model first learns that the present participle is marked
at just 70 inflected forms, followed by the third singular at 82 inflected forms. This matches
well with the findings of Brown (1973) and Berko (1958) that the acquisition of English -ing
and -s precede the acquisition of the past tense. The past tense appears last, with paths to
leaves 1-6 marked with ±pst.

Interestingly, our model divides the past between multiple nodes in the tree, despite there
being only one productive process for the English past tense. Note that this is necessary
under the recursive subdivision of our model: if it first learns that ±3,sg is marked, then
it must learn ±pst separately within each of the -3,sg and +3,sg groups based on the
recursive nature of the learning procedure. Whether or not this approach can match well
with developmental findings is an interesting direction for future work. One fruitful direction
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Figure 6.1: The recursion tree produced by our model on English verbs

to pursue would be to consider the effects of these higher morphological features on the lower
ones. For example, Yang, Ellman, and Legate (2015) show that the past tense is generally
acquired later for learners of African American Vernacular English (AAVE) than those of
Standard American English (SAE), despite the fact that past tense marking does not differ
across these dialects. The key difference between the inflectional morphology of these dialects
is the marking of the third singular (-s in SAE and −∅ in AAVE), which may shed light on
the problem at hand. If the child does not have sufficient evidence to make divisions based on
±sg and ±3, then they will have all non-participial verbs together, leading to a much higher
N in a single category, vs. the smaller Ns we see across the three categories in Figure 6.1.
As reviewed in §5.1, the Tolerance Sufficiency Principle tolerates fewer relative exceptions
for larger values of N . As such, we might expect that learners of AAVE would struggle more
to acquire the past tense since they will not subdivide their input based on ±sg and ±3 and
thus will be acquiring it over a larger N than our model predicts for learners of SAE, but
future work should explore this explanation further.

For the present, we will leave this question open to future research, but note that a large
part of answering this question will be incorporating meaning-form mappings into the present
work. If, for example, we create mappings between all leaves in the tree corresponding to
the form changes between those morphological features, then we can expect that several of
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Figure 6.2: The recursion tree produced by our model on German noun plurals

these mappings will simply be redundant in the case of the past tense. Another option is to
move away from the hierarchical structure and recursive learning we have posited here, or
even incorporate some sort of parallelism or multidimensionality in the learning mechanism.
Such endeavors are discussed more in §7 but are beyond the scope of the current work.

6.2 German noun plurals

Figure 6.2 shows the results of our learner on German noun plurals. Since plurality is a
single morphological feature, these results are quite simple, with one node corresponding to
singular and the other to plural nouns. We see that the learner acquires this morphological
distinction when it has been exposed to 103 inflected forms, corresponding to 97 unique
nouns. This fits well with the developmental findings reviewed in §3.2. We know that the
average vocabulary size when plural overapplication begins is under 300, and we expect
nouns to make up around half of this. Our model successfully learns that German marks
the plural before it has encountered 150 unique nouns.

Since the tree given in Figure 6.2 gives such a clean categorization of nouns into singular
and plural, it would be interesting, and relatively straightforward, to combine this with
a model that maps morphological features to form. In particular, the model of Belth et
al. (2021) maps German singular nouns to plural nouns, but does not have a way to learn
that plurality is marked in German and instead takes this information as a prerequisite. In
the future, we plan to combine such approaches with the present model; see §7 for further
discussion.
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 -2
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 -1
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 +1

Figure 6.3: The recursion tree produced by our model on Spanish verbs

6.3 Spanish verbs

Figure 6.3 shows the results of our model on Spanish verbs. We see that the model learns
that Spanish marks the plural on just 35 inflected forms, corresponding to 17 unique verbs.
Since person emerges before number in children as reviewed in §3.3, this might initially seem
to indicate that the model is failing to match developmental findings. However, note that
person marking emerges in the -pl branch by just 47 inflected forms, at which point the
model has learned that the language marks ±2 and ±1. These 47 inflected forms correspond
to 19 unique verbs, which matches well with developmental findings. The child’s vocabulary
will be about 156 words at the time person is acquired and a quarter of this vocabulary will
be verbs (Bornstein et al. 2004), and the model successfully learns the person distinctions of
Spanish on less than 39 verbs.

In contrast to the singular, person marking in the +pl branch does not emerge until at
least 286 inflected forms, with the second plural not emerging until 704 inflected forms (leaf
13), and even then, not emerging consistently across tenses. This relatively late acquisition
of the second plural matches well with the findings of Gaya (2001) – that children do not
produce any second plural forms before 2;6. Indeed, the second plural begins to emerge
when our model has heard 229 unique verb forms, which would approximately correspond
to an overall vocabulary size of 687, and this will likely not be achieved until 2;6 or later
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(Bornstein et al. 2004). This also provides an experimentally testable hypothesis regarding
the acquisition of Spanish subject marking: in contrast with previous work, our model posits
that children learn number marking first, but do not learn person marking in the plural until
well after they have acquired it in the singular.

With regards to tense, we see that our model begins acquiring tense, marked with
±pst,pfv and ±pst,ipfv, at 179 inflected forms in the third singular (leaf 0), but that
this marking comes much later in other person-number combinations (e.g. in the second
singular, leaf 10). This fits well with the protracted development of the imperfect noted
by Jacobsen and Meisel (1986), but less well with the quick emergence of the preterite at
2;0 noted by Montrul (2004). This deviation from developmental findings may mirror the
division of the English past tense discussed in §6.1, and is certainly an interesting direction
for future investigation. In fact, this case provides an interesting counterpoint to the English
past tense, since the Spanish past is marked across all person-number categories, but marked
differently for each, either via agglutination with subject agreement morphemes (§3.3 ex. 1)
or fusional suffixes that mark both subject and tense agreement (§3.3 ex. 2). In contrast, the
English past is always marked the same regardless of person and number. How this affects
the interaction of subject marking and tense in acquisition is an open question and fruitful
direction for future research. Despite the piecemeal acquisition of tense our model predicts,
however, it successfully acquires tense on less than 300 unique verbs, which matches with
the upper end of vocabulary sizes reviewed in §3.3. Further, our model predicts that the
future will emerge well after the preterite, which fits well with developmental findings (Gaya
2001).

We see that the subjunctive is only acquired in the first singular at 374 inflected forms
(leaf 6). It may be the case that too little data is present for the model to acquire the
subjunctive on other subject agreement forms, or that the syncretism that it has with the
imperative inhibits our model. A similar issue could also be occurring as with the past tense
discussed above. However, note that the subjunctive and imperative follow a much more
protracted development (López Ornat et al. 1994; Montrul 2004), so the results here are
not unreasonable and reflect that the Spanish-learning child has acquired most of the verbal
inflectional morphology of their language by 2;2 (Montrul 2004).

6.4 Hebrew verbs

Figure 6.4 shows the results of our model on the small CHILDES Hebrew training data
with niqqud. We see that the initial distinction made by the model at 91 inflected forms
corresponds to person and gender, which differs from the typical order of gender and number
before person but is still attested in the developmental literature (Bat-El 2014). Future tense
emerges along with person, number, and gender at 92 inflected forms (61 unique verbs),
followed by the infinitive at 126 forms (77 unique verbs, leaf 4). Thus, the tree does show
patterns that seem to match with the developmental findings reviewed in §3.4, with subject
agreement emerging before tense. We do not see any binyan conjugations emerging, which
makes sense given the small nature of our vocabulary and the fact that binyan conjugations
do not emerge until later in development (Berman 1983).

Figure 6.5 shows the results of our model on the larger Hebrew Wikipedia training data



Results 37

91

92

 -2 FEM

leaf 0

 +2 FEM

106

 -3 SG FUT MASC

leaf 1

 +3 SG FUT MASC

115

 -1 PL FUT

leaf 2

 +1 PL FUT

126

 -FUT FEM

leaf 3

 +FUT FEM

278

 -NFIN

leaf 4

 +NFIN

leaf 6

 -FEM

leaf 5

 +FEM

Figure 6.4: The recursion tree produced by our model on Hebrew verbs with the CHILDES
training data

without niqqud. As we can see, the first distinctions that emerge are ones of gender (± fem
at 48 inflected forms or 29 unique verbs), followed by number and then person. This matches
better with the order of acquisition reviewed in §3.4 than the order on the CHILDES data
shown in Figure 6.4. We see that future tense begins to emerge after the model has taken in
485 inflected forms (205 unique verbs), but that the infinitive and imperative do not emerge
here; the former is in contrast with Figure 6.4.

It is also worthwhile to note the differing vocabulary sizes at which these patterns are
learned: while agreement emerges by around 100 inflected forms in the CHILDES-trained
model, it takes almost three times as much data for person agreement to emerge in the
Wikipedia-trained model. Tense emerges even later in the Wikipedia-trained model, at
close to 500 inflected forms, and is incomplete even here: we only see partial evidence for
the future tense and no indication of past tense. While only future tense emerges in the
CHILDES-trained model as well, this model is exposed to significantly less data: only 151
unique verbs. While the vocabulary size of the Hebrew-learning child at 3;0, approximately
when tense is acquired, is not documented, Bornstein et al. (2004) find that the vocabulary
of a Hebrew-learning child at 1;8 is slightly larger than that of the English-learning child,
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Figure 6.5: The recursion tree produced by our model on Hebrew verbs with the Wikipedia
training data

and Brown (1973) shows that English-learning children at about 3;0 have vocabularies of at
most 1000 words. Even at the upper limit, we can expect about a quarter of the vocabulary
to be verbs, meaning that if we analogize from English to Hebrew, we would expect tense to
be acquired in Hebrew well before 300 unique verbs. Yet the Wikipedia-trained model only
shows knowledge of the future tense after being trained on 373 unique verbs.

A likely reason for the late acquisition by the Wikipedia-trained model and the difference
between the two models is that the CHILDES data marks niqqud and the Wikipedia data
does not. Since Hebrew verbs are templatic (§2.4), the vowels carry morphological value, and
omission of them may lead to syncretisms in orthography that are not reflected in phonology.
For example, the ktiv hasar niqqud transcription כתבת! could be read as either katavta “you
(masculine singular) wrote” or katavt “you (feminine singular) wrote.” Not only are these
forms morphologically distinct, but they are also phonologcally distinct, a distinction that
is not reflected in the orthography. Since the present model explicitly relies on orthographic
distinctions as cues to marking, it makes sense that an underspecified orthographic system
such as ktiv hassar niqqud would cause the model to need more data, since this underspeci-
fication would prevent the model from finding sufficient evidence for marking. Furthermore,
since the Tolerance Sufficiency Principle tolerates proportionally more exceptions for smaller
values of N , this fact, compounded with the orthographic underspecification creating a need
for more data, will make it difficult to learn anything on small vocabularies. This matches
well with what we observe in Figure 6.5.
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Despite the shortcomings of the Wikipedia orthography, however, the model is still able
to learn in approximately the correct order in both Figures 6.4 and 6.5, although it certainly
performs better with regards to ordering in Figure 6.5. In the future, we hope to obtain
phonologically transcribed Hebrew data for which there is not orthographic underspecifica-
tion. Since our model shows promise on both data sets here, despite issues with each, we are
hopeful as to its performance on cleaner data that more accurately represents the collisions
in the language.



7. Discussion

The model presented in this thesis provides a possible account of how children learn what
morphological features are marked in their language. The model relies on children’s early
ability to segment and relate inflected forms in their input (§3) in order to detect collisions –
a single word appearing in multiple inflected forms. It also relies on the Principle of Contrast
(Clark and MacWhinney 1987) as a cue to learn the morphological features distinguishing
the colliding forms, and the Tolerance Sufficiency Principle (Yang 2016) to generalize from
individual collisions to obligatory marking across the language. The model closely follows
developmental patterns regarding order of acquisition and vocabulary size on a typologically
diverse set of morphological paradigms (§6).

One immediate future goal for this work is to acquire and run the model on Hebrew data
that is more representative of the child’s input. Such data could be phonologically tran-
scribed, romanized, or transcribed with niqqud ; the important requirement for our model
is that orthographic syncretisms reflect phonological syncretisms in the data. Besides this
immediate goal, this thesis also points to several broader directions for future work. These
include combining our model with models that distributionally learn morphosemantic infor-
mation from the input and models that map morphological features to phonological form.
It also involves experimentally investigating predictions put forth by the present model and
revising it based on the experimental evidence.

7.1 Distributionally Learning Features

Currently, our model provides an account of detecting when feature(s) are marked that relies
on inequality between inflected forms and children’s early ability to relate these forms (Kim
and Sundara 2021). We hypothesize that once the child has detected a collision between two
inflected forms in the input, that they are then able to use this information, in conjunction
with the Principle of Contrast, as a cue to learn the features that distinguish these forms.
Yet our model still explicitly relies on UniMorph (Kirov et al. 2018) to provide the necessary
features. In contrast to the explicitly specified features our model receives, the child must ex-
tract these features from their input and environment. As such, another interesting direction
to explore is combining a learning model such as ours with grounded learning models.

The form-based heuristic we use to determine whether there is sufficient evidence for
marking could be used in conjunction with models of grounded learning to provide a more
plausible account of the acquisition of morphological marking. In particular, grounded word
learning models such as Pursuit (Stevens et al. 2017) and the more recent Memory-Bounded
implementation of Pursuit (Soh and Yang 2021), provide a promising avenue to explore the
extraction of morphosemantic information from the input. Gabbard et al. (2021)’s imple-
mentation of Pursuit shows success extracting the necessary semantic features to acquire
Mandarin Chinese classifiers, and such approaches may be able to generalize to morphose-
mantic information such as person and number.

Grounded word learning models map between words in the input and features in the
environment that infants may attend to – these include objects, actions, and gaze in the
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case of Gabbard et al. (2021)’s implementation. A growing body of work shows that infants
can also attend to cues such as person and number in their input: conceptual knowledge of the
singular-plural distinction, for example, has been shown to emerge at roughly the same age
cross-linguistically, regardless of when it emerges in the child’s morphosyntactic development
(Li et al. 2009). Barner et al. (2007) show that 22-month-old English-learning infants can
represent sets of 4 objects as “plural” or “more than one,” and Li et al. (2009) extends this
finding to Japanese- and Chinese-learning children. Since plural marking of English nouns
is acquired around 22-24 months (Brown 1973) but plurality is not obligatorily marked
in the morphosyntax of Japanese or Chinese, Li et al. (2009)’s findings suggest that the
conceptual knowledge of number emerges independently of language. Before this knowledge
emerges, infants are in a stage of “parallel individuation” in which they can represent up to
three individual objects at a time in working memory as separate symbols but don’t yet have
general symbols for “one” or “more than one” (Feigenson, Carey, and Hauser 2002; Feigenson
and Carey 2005; Barner et al. 2007; Li et al. 2009). Most studies (see Li et al. (2009) for a
review) have found this stage to last until about 22 months, but Barner et al. (2009) suggest
that it may only last until 15 months if probed under the right experimental conditions. This
is particularly interesting in light of the early emergence of number during the acquisition of
Spanish verbs at around 20 months (§3.3); children must have some conceptual knowledge
of number to understand that it is obligatorily marked in the grammar.

It is slightly more challenging to understand the conceptual development of person than
number, but it has been shown that the child develops an understanding of the self as different
from others between 12-24 months. Dixon (1957) tracks infants’ developing self-image by
observing their interactions with their mirror reflections between 4 and 12 months. He finds
that by 12 months, infants show a clear knowledge of self vs. other as demonstrated by
their preference to interact with others instead of their reflection (Dixon 1957). However, as
Butterworth (1992) points out, self-perception at these stages doesn’t necessarily imply self-
conception. Amsterdam (1972) famously found that infants between 20-24 months would
pay attention to a dab of rouge on their nose when placed in front of a mirror, but younger
infants would not, suggesting that awareness of the self as having stable facial features
emerges around this time. Lewis and Brooks-Gunn (1979) suggest that this awareness may
actually occur as early as 15 months if probed under the right conditions. They suggest
that the infant begins understanding the self as an enduring entity with unique qualities
by the end of the first year. More recently, Kampis et al. (2022) demonstrate that children
between 16-26 months can map from others to themselves by placing a sticker on their own
face in the same position that a sticker was placed on a parent’s face. Whether or not this
understanding of self vs. other is directly related to the acquisition of person is an open
question, but it is evident that children have some of the conceptual knowledge in place to
extract person information from their environment by the end of their second year, if not
earlier.

The evidence presented thus far suggests that person and number are environmental cues
to which the child can attend and map phonological form. However, the case of tense and
aspect provide a more complex picture, since the cues to tense are typically less direct in
the environment. It is clear, however, that infants have an early understanding of temporal
ordering: they are able to understand the ordering of actions in service of a goal as early as
8 months (Piaget and Cook 1952; Piaget 2013b). They are also able to partially reconstruct
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past events without perceptual support by the age of 18 months, including by remembering
where a toy was placed or where a caregiver went (Piaget 2013a). Despite this conceptual
knowledge, it may be the case that the most salient cues to tense and aspect are distributional
and part of the child’s linguistic input. For example, if the child has acquired the meanings
of yesterday, today, tomorrow, soon, and other adverbs that indicate tense, we could expect
them to use bootstrapping techniques to understand the tense or aspect that is marked on the
verb in question. Extensive evidence has demonstrated that children are capable or these
sorts of distributional learning and bootstrapping tasks (e.g. Gerken, Wilson, and Lewis
(2005), Stevens et al. (2017), Koulaguina and Shi (2019), and Schuler, Yang, and Newport
(2021) for distributional learning, and Landau, Gleitman, and Landau (1985), Naigles and
Hoff-Ginsberg (1995), Naigles (1996), and Fisher et al. (2010) for bootstrapping). An exciting
future direction for our model, then, is to combine it with grounded word learning – and
potentially distributional learning – models in order to extract morphosemantic information
from the input and environment rather than explicitly encoding features in the input to the
model.

7.2 Mapping Features to Form

As discussed in §4, most previous work on modeling morphological acquisition has focused
on mapping from morphological features to their phonological realizations. An interesting
direction for future work is thus to use such models to map the features our model acquires
to their corresponding phonological realizations. There are a number of possible approaches
to integrating our model with models that map features to form, but a particularly straight-
forward one would be to use the model of Belth et al. (2021) to map between the leaves of
the recursion trees produced by our model, as discussed for German in §6.2.

While Clahsen, Aveledo, and Roca (2002) suggest that acquiring markedness immedi-
ately triggers generalized mappings between features and phonological realizations (by proxy
of developmental regression, §3.1), other evidence suggests that children know features are
marked in their language before they know the productive processes that realize them phono-
logically. For example, Wagner (2001) shows that children as early as 2;9 have an adult-like
understanding of tense in comprehension, although most children do not mark tense in an
adult-like way for another several months (Brown 1973). Zapf and Smith (2009) demon-
strate that English-learning children have knowledge that the plural is marked in English
before they productively produce -s. When presented with both familiar and nonce items
and asked to label them, children produced the singular form significantly less when they
were presented with a single object followed by two objects of the same type (A → AA) than
when they were presented with a single object followed by an object pair of different types
(A → AB), but rarely used the plural in both cases (Zapf and Smith 2009). Indeed the most
common production by the children in the first case was nothing, which Zapf and Smith
(2009) take as evidence that “they know in some way that the two things of the same kind
get a different label than does one thing” (1150). That is, English-learning children have
some knowledge that the plural is marked before they know how to mark it. This difference
between conditions for English-learning children is in contrast to Japanese-learning children
of the same age: Japanese does not obligatorily mark number on nouns, and the Japanese
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children in Zapf and Smith (2009)’s study offered the singular form significantly more than
English-learning children in the A → AA case. This suggests that the difference across the
two cases for English-learning children is caused by their linguistic knowledge of marking
rather than any other sources.

It is still possible that Clahsen, Aveledo, and Roca (2002)’s hypothesis does hold for
some paradigms or some children, and our model could account for this. If, for example,
we were to combine our model with the model of Belth et al. (2021), whether or not there
would be a productive mapping from features to phonological realization at a given node in
our recursion tree would be entirely governed by the nature of the forms sent to that node
during subdivision. It is entirely plausible that in some cases, the model would subdivide, for
example, based on ±past, and that there would be an immediate generalization in one of the
resulting branches based on the forms that are sent to that node. For example, +past→
-ed might immediately be productive at the +past node, yielding the behavior Clahsen,
Aveledo, and Roca (2002) describe. It is also possible, however, that no generalization is
possible at that node until more forms are learned and sent to the node, which would mirror
the patterns put forth by Wagner (2001) and Zapf and Smith (2009).

Integrating our models with ones that map features to form may also yield an explanatory
description of the widely-attested Root Infinitive (RI) stage in morphological development
(see e.g. Legate and Yang (2007) and Kupisch and Rinke (2007)). At this stage in develop-
ment, children use non-finite verbs in root clauses, despite this pattern being ungrammatical
in the adult grammar. Some examples of this phenomena include (taken from Legate and
Yang (2007)):

(4) a. Papa have it. (English)

b. Lashevel
sit[+INF]

al
on

ha-shulxan.
the-table.

(Hebrew)

c. Dormir
sleep[+INF]

petit
little

bébé.
baby.

(French)

d. mein
my

Kakao
cocoa

hinstelln.
put[+INF]

(German)

This pattern may be explainable if we combine our understanding of the acquisition
of marking and the mapping from features to form: at earlier stages in the acquisition of
marking, groupings of forms will be far too broad – consider the first few nodes on the
English tree in Figure 6.1, which would only separate participial and non-participial forms.
It may be the case that at some point during acquisition, an underspecified node in the
recursion tree that will later be subdivided contains enough infinitives that their phonological
realization generalizes under models such as Belth et al. (2021)’s; this would correspond to
a case of weak Blind Alley Development described by Dressler et al. (2019). More likely,
the early underspecification during the acquisition of morphological marking causes enough
phonologically heterogeneous forms to be grouped together that no phonological realization
generalizes and children fall back on the RI. Later cues from collisions and subdivision at the
node in question will allow the model to recover from this by grouping more closely related
forms as the vocabulary size increases, and forming generalized mappings from features to
form over these groups. Thus, understanding the interaction between the acquisition of
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marking and the mapping from features to phonological form will be an important step in
understanding the RI phenomenon.

7.3 Exploring Model Predictions

Our model makes several interesting predictions regarding order of acquisition that can be
empirically tested. Firstly, as discussed in §6.1 and §6.3, our model predicts that in cases
where subject agreement is acquired before tense agreement, the marking of tense will appear
at different points for each subject agreement. It is interesting to contrast the cases of English
and Spanish with regards to this attribute of our model, since in the former, the past does
not differ based on subject agreement, but in the latter it does. In §6.1, we discussed one
possible reason why such a treatment could be appealing with regards to larger N tolerating
fewer exceptions, but future work should further explore this question. One way to do this
is to further investigate cross-dialectal differences to better understand how overt subject
marking in the third singular interacts with the acquisition of tense in English. Another
direction for future work is to explore corpora of children’s early speech and determine if
tense marking emerges at different points for different agreement markers robustly across
children. Our model makes the prediction, for example, that the English past tense will
emerge in the plural well before it emerges in the singular (Figure 6.1), and this prediction is
easily testable with corpora of child speech. Another prediction made by our model is that
number marking emerges earlier than person marking in Spanish, but that person marking
emerges earlier for -pl than +pl forms. This is again testable: elicitation or comprehension
studies could look at when children are sensitive to number and person in Spanish, for
example by using a similar paradigm as Zapf and Smith (2009).

If the predictions our model makes regarding more piecemeal acquisition are incorrect,
there are several potential revisions that could be made to the model. As discussed in §6.1,
this piecemeal prediction derives directly from the recursive nature of our learning algorithm,
so this would suggest that something other than recursive subdivision is used by children. A
number of other options exist: one could simply not divide the input when there is evidence
that a feature is marked so that all features are learned at the same “level” in the recursion
tree. This implementation would be challenging under the Tolerance Sufficiency Principle,
however, since a lower relative number of unattested forms are tolerated for largerN , meaning
that it may be harder to acquire marked features that are learned later. Another option is to
propagate up the recursion tree when a split feature is found to see if it applies more broadly.
For example, in English, when we learn that ±past is marked in the −sg branch at 100
inflected forms (Figure 6.1), we could recurse up the tree and see if it is marked in all -v.ptcp
forms, which would allow us to form a broader generalization regarding tense marking. This
would prevent our tree from being binary-branching but would likely eliminate the larger N
issue discussed above, and is thus a promising direction for future modeling work.

Broader experimental verification of the learning strategies hypothesized here is also an
important direction for future work. One potential way to approach this would be through
artificial language studies with carefully controlled conditions. Such studies would allow us to
verify that children’s markedness generalizations are governed by the Tolerance Sufficiency
Principle. Li and Schuler (2021) hypothesize a similar distributional learning algorithm
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for the acquisition of recursive syntactic structures and verify it through such an artificial
language study; similar techniques could be used to validate the approach presented here. In
addition, future experimental work should investigate infants’ sensitivity to collisions, which
is a crucial component of our model. Investigating infants’ sensitivity to these cues will be
especially important for paradigms such as Spanish verbs and Hebrew verbs for which there
is little current evidence surrounding early morphological segmentation by infants.



8. Conclusion

In this thesis, I have presented a computational account of how children may learn what
morphological features are marked in their language. I proposed that children make use of
their early ability to segment and relate inflected forms in their input in order to find col-
lisions – a single stem appearing in multiple inflected forms. I suggest that these collisions,
in conjunction with the Principle of Contrast (Clark and MacWhinney 1987), provide a cue
for the child to learn which features distinguish individual pairs of inflected forms, and that
the Tolerance Sufficiency Principle (Yang 2016), in conjunction with a recursive search pro-
cedure, provides a generalization mechanism to learn which features are obligatorily marked
across the paradigm. I have demonstrated that this model matches well with developmental
findings regarding vocabulary size and order of acquisition on a typologically diverse set of
morphological paradigms, including English verbs, German noun plurals, Spanish verbs, and
Hebrew verbs. Indeed, because our model relies only on the existence of collisions rather
than on any specific phonological transformations between the inflected forms, it provides
a promising way to generalize to a diverse set of languages. Since most previous work on
morphological acquisition focuses on the mapping from meaning to form, this model also
sheds light on a lesser-studied portion of the acquisition process.

The results presented in this thesis also raise several interesting questions that should
motivate future work on the acquisition of morphological marking. One such question is how
children extract morphosemantic information from their input and environment, which may
be explored both experimentally and by combining our model with grounded learning models.
Another question is how the acquisition of morphological marking interacts with the portion
of acquisition that maps morphological features to phonological form, and what potential
implications this may have both broadly for theories of acquisition and for theories of the
Root Infinitive phenomenon. A final, and particularly interesting, question raised by our
model regards the interaction between subject agreement and tense in language acquisition
and whether one can influence the other. This question will warrant future experimental
investigation and further modeling.
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mova, Patrick Xia, Manaal Faruqui, et al. 2018. “UniMorph 2.0: Universal Morphol-
ogy.” In Proceedings of the Eleventh International Conference on Language Resources
and Evaluation (LREC 2018).

Kodner, Jordan. 2019. “Estimating child linguistic experience from historical corpora.”
Glossa: a journal of general linguistics 4 (1).

Koulaguina, Elena, and Rushen Shi. 2019. “Rule generalization from inconsistent input in
early infancy.” Language Acquisition 26 (4): 416–435.

Kuczaj II, Stan A. 1977. “The acquisition of regular and irregular past tense forms.” Journal
of Verbal Learning and Verbal Behavior 16 (5): 589–600.

Kupisch, Tanja, and Esther Rinke. 2007. “A fresh look at root infinitives from a cross-
linguistic perspective.” Nordlyd 34 (3).

Laaha, Sabine, Dorit Ravid, Katharina Korecky-Kröll, Gregor Laaha, and Wolfgang U.
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