
Models
• CHR–TRM: character-level transformer
• CLUZH-GR: character-level transducer, 

greedy decoding 
• CLUZH-B4: character-level transducer, 

beam decoding size = 4 
• NONNEUR: majority classifier baseline 

ResultsData
• Languages: English, Arabic, German, 

Spanish, Swahili, Turkish  
○ Morphological features from UniMorph 

• Sampling: Uniform, weighted, 
overlap-aware

• Seeds: 5
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What is Morphological Inflection?
lemma feats infl
walk V;PST walked
sit V;PRS;3;SG sits
mouse N;PL mice

Background
• Popular task in NLP

○ Practical & cognitive applications
• SOTA systems: highly varying results

○ Across languages and data sets
• Dataset creation & evaluation ⇒ variance 

Overlaps

We propose new data sampling 
and evaluation strategies to 
improve generalizability and 
reliability of morphological 

inflection models
Practices Current Proposed

Sampling Uniform, 
unweighted

● Weighted and
○ OOV: real 

distribution
○ OOV: balanced 

distribution
Splits Single Multiple n splits

Overlap Uncontrolled

● Controlled for 
combinations of
○ Lemmas
○ Features

Evaluation
• Effects of: training size, sampling strategy, 

overlap type
• Variation between random seeds
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