
• Hypothesize rule and check vs. the TP: 𝑒 ≤
𝑁

ln 𝑁

• If it fails, subdivide based on a feature and recln 𝑒urse

Tolerance

Principle (TP)

Predicts productivity

On Naturalistic Data

Automatically generates hypotheses

• Linguistically interpretable

• Consistent with literature

• Can inflect new words 

Our model, ATP, automatically

identifies the productive rules in a 

language’s morphology. It 

abductively refines its hypothesized 

knowledge and mirrors many 

empirical facts from the acquisition 

literature.
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• Language acquisition involves discovering 

productive, rule-like knowledge

Productivity

• Productivity arises in the face of exceptions (a)

• Productivity may be restricted to subgroups (b)

Sparse Input

• Children discover main generalizations by the 

time their vocabulary is a few hundred words

Results

ATP: Proposed Model
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Conclusions and Future Work

• ATP can be extended to linguistic generalizations beyond 

morphology

• ATP’s code can be run on your own data: https://bit.ly/3cTaqOd 

ATP’s Order of Acquisition closely follows child development

Prior Work

ATP’s Accuracy surpasses a modern neural network

Input: (lemma, features, inflection) pairs

Output: Productive Rules

Contributions

• Cognitively motivated model, ATP

• Developmentally realistic experiments

Background

English:

• (walk, {3rd person, singular, past tense}, walked)

• …

German:

• (Sache, {feminine}, Sachen)

• …

respect, 

respected

flow, flowed

…

…
…

walk, walked

run, ran

think, thought

…

…

swing, swung

Regulars -ed

Irregulars
Sache, Schen

…

Mensch, Menschen

Gleis, Gleise

…

Bein, Beine

-(e)n
-e

-∅
-er

-s

Bild, Bilder

…

Loch, Locher

Segel, Segel

…

Ferkel, Ferkel

Mail, Mails

…

Baby, Babys

ATP’s Nonce Word productions correlate highly with human’s

Procedure: Recursively Apply the Tolerance 

Principle

(a) English Past Tense (b) German Noun Plurals

Neural

Models


