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Searching for Productivity

How do children discover productive generalizations?
* Overcoming sparsity

* Despite exceptions

* When



Background: Sparsity
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Background: Productivity

English Past Tense: Statistically dominant rule =

productive

Regulars
respect ~ respected
flow ~ flowed

Irregulars
go ~ went
run ~ ran

walk ~ walked o
ring ~ rang
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Productivity Despite Exceptions

"U-shaped" learning



Background: Productivity

German Plurals & Mandarin Classifiers: Restricted to subgroups

gé//\ . ﬁ .
fang (room) Mail ~ Mails
hézi (box) Baby ~ Babys

zhi/=
mao (cat)

-

tido/5%
Gleis ~ Gleise

guo (dog)

—(e)n
e Sache ~ Sachen
bi (pen) Bein ~ Beine

hé (river) Mensch ~ Menschen

!

liang /4 zhang/5K
hudché (train) zhi (paper)

-9
Segel ~ Segel

—er
Bild ~ Bilder

Ferkel ~ Ferkel

' ing Loch ~ Léch
ché (car) chuang (bed) och ~ Lécher

Semantics Gender & Phonology




Contributions

We present a model of morphological learning
capable of extracting linguistically interpretable
rules from developmentally plausible vocabularies



Input: (lemma, inflected, feature)

_ English Past Tense German Plurals Mandarin Classifiers

Max Training Size 600 words 360 words 100 words



Model: The Tolerance Principle

*Intuition: given a set of items:
*|If many do X, then all do X
*|If few do X, then remember the few that do

*Threshold defined by efficiency:

N
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exceptions
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Model: The Tolerance Principle

Empirical evidence from artificial language studies

15 children age 6-8 years
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Model: Abductive Search

TP applied recursively:

* Try forming rule over set of N items

* |f rule not productive, subdivide set into disjoint subsets
 Repeat within each subset

Terminates when
* Productive rule found (generalization)
* Or, no more subdivisions possible (lexicalization)



Model: Abductive Search

*Find the most frequent color (6 vs. 5H)

*Hypothesize a rule {Features}® M

0Odd— B
*Test the rule “Odd>R”

TP check (N=6, e=1):1,3,5,7,9, 11
*R1 productive: Odd—> M Exceptions
*Recurse over remaining items
*R2 productive: Even > [l Exceptions @

= =




Model: Selecting a Feature

Multiple ways to subdivide N items

Most Frequent [1] Most Consistent [2,3]
Odd B Red O BRed




*Q1: How accurately does our model learn morphology?
* English past tense
* German plurals

*Q2: Are the results developmentally plausible?
* English past tense learning trajectory
* Linguistic interpretability of rules
* Attends to relevant features



Results: English Past Tense

Child-like developmental trajectory

Held-out Test Accuracy
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Results: German Plurals

Child-like developmental trajectory

German Learning Accuracy
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Results: Mandarin Classifiers
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en, -Flat, -Hum, -Anim, +Conc, -Nat] & gé ({&/1)
en, -Flat, -Hum, -Anim, +Conc, +Nat] @ gé ({&8/1)
en, -Flat, -Hum, -Anim, -Conc, -Nat] @ gé ({&/1")
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[-Anim, -Hum, -Nat, +Conc, -Slen, -Flat, +Veh] & liang (/%)

e Semantic conditions learned \/

* Irrelevant phonological properties ignored [5] \/



Conclusion

*Abductive, recursive search + TP provides plausible
account of morphological acquisition

*Lexicon partitioned into categories

* The rules yielding these categories are a ‘good enough’ grammar
* That is, they regularize learning

—er
Bild ~ Bilder

Loch ~ Lécher

*Preserves explicit distinction between
e generalization and lexicalization
e walk 2l walked vs. run @ ran



Conclusion

Applicable to linguistic mappings
beyond morphology

‘ Categories

Our
Model

|

General Problem Schema



Conclusion

ENTITY
ANIMATE
HUMAN MACROPOD  MALEVOLENT BEING  REPTILE ~ BIRD  FISH  SHELLFISH  INSECT
FEMALE 11 MALE_H
SNAKE TURTLE

FEMALE_MACROPOD MALE_MACROPOD

SWALLOWING_SNAKE

Animate Semantic Hierarchy Mayali
Evans, Brown & Corbett (2002/2019:132)

Maybe general category
formation process?




Thank you!l!

Thanks to Deniz Beser, John Trueswell and his lab, and the members of
LING-570 at the University of Pennsylvania



